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Abstract

Solid guarantees that a computer program will behave the desired way is only possible by
formal verification. As the complexity of designs grows exponentially and computer systems
are used in critical applications, it becomes increasingly important to prove the correctness
of algorithms.

One of the most challenging problems in formal specification and verification is the framing
problem. In this thesis we propose an new formalism that extends the current methodologies
targeting the framing problem: Backpointers.

Backpointers increase the expressiveness by allowing specifications to include objects not
accessible from the current stack. We implemented this approach in Chalice, an object-
oriented and concurrent specification language that uses implicit dynamic frames and fraction-
al permissions. Finally, by using this extension of Chalice we worked on proving the validity
of a concurrent implementation of copy-on-write lists and the priority inheritance protocol.
To the best of our knowledge this is the first attempt to prove a program from this family of
problems using an automated verifier.

Key words

backpointers, Chalice, verification, specification, copy-on-write lists, formal methods, framing
problem, implicit dynamic frames, fictional disjoint datastructures, priority inheritance prolo-
col
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Chapter 1

Introduction

Formal verification of computer programs is the art of proving the correctness of programs
using formal methods of mathematics; it has been a very active field of research in Computer
Science for some time now [Hoar69]. There have been a lot of advances using various ap-
proaches; one of them is automated program verification.

Automated program verification is based on a tool, the verifier; the user provides the
source code as well as the desired specification and the verifier proves the validity of the
program with little or no help from the user. The specifications are written in a language based
on a mathematical framework and in some cases they are integrated into the programming
language of the source code. The language along with the underlying framework and optional-
ly a set of rules, which determine which programs are valid, are sometimes called a verification
methodology.

One of the most challenging problems in formal specification and verification is the framing
problem. In an ordinary imperative language, a formalism is used in the semantics of a
statement to define which part of the heap is affected by this statement. When seen from an
object-oriented perspective, the specification of a class and its methods cannot and should
not speak about the whole heap, but rather depend only on locally accessible objects; in this
object-oriented setting, preserving abstraction boundaries in the specifications is of utmost
importance. Since Hoare Logic, many new methodologies have been proposed that attempt
to solve the framing problem, some of the most notable ones being Separation Logic and
Dynamic Frames.

Formal verification is hard. Formal verification for concurrent programs is even harder as
verification methodologies should be able to prove complex properties, such as absence of
race conditions and deadlocks. One of the most useful approaches in a concurrent setting is
the methodology of implicit dynamic frames that use fractional and counting permissions to
reason about race conditions in a very concise way.

Chalice is an object-oriented language and its concurrency model supports threads and
shared objects using monitors. Chalice, as a specification language, has been proved successful
in verifying the correctness of concurrent algorithms and datastructures using the aforemen-
tioned methodology of implicit dynamic frames. Chalice also supports monitor invariants, a
methodology that is very important in verifying object-oriented programs.

While specification methodologies that focus on solving the framing problem succeed
in describing a plethora of problems, there are cases where these techniques fail to give a
good solution, for example in programs whose specifications and invariants do not depend
on objects that are visible from the current frame while they still have a degree of locality.
More specifically there are cases where the invariants of an object a depend on other objects
directly pointing to a through some field.

Backpointer methodology tries to attack exactly this type of problems. In this thesis we
base our work on implicit dynamic frames, a methodology that builds upon dynamic frames,
liberating the user from writing frame annotations by replacing them with access permissions,
in a style that reminds us of the separation logic frame rule. A backpointer (A.b)~! on an
object b is the set of all objects a of type A that point to b through the field A.b. We extended
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Chalice to support this new formalism and made some extensions and changes to the existing
implementation.

Using this extension of Chalice we worked on proving the validity of a challenging algo-
rithm from the area of fictional disjointed datastructures, a concurrent implementation of
copy-on-write lists. Similar problems have been investigated in the past [Mehnl2| and are
interesting verification challenges. To the best of our knowledge this is the first attempt to
prove a program from this family of problems using an automated verifier.

In the following chapters we first introduce the basic methodology (section: 2.1) and the
tools (Z3 and Boogie, sections: 2.2 and 2.3) that Chalice depends on. Then, we will introduce
Chalice in section 2.4 and the technical details of its implementation in section 2.5. Afterward,
in chapter 3 the methodology of backpointers is introduced with the respective extensions of
Chalice. In chapter 4 we show how our formalism can be used to verify complex concurrent
programs, using one example from the family of fictional disjointness datastructures and
one concurrent datastructure from system programming. We explain the concurrent copy-on-
write lists implementation (section 4.1) and give a specification, proving it using Chalice with
Backpointers. We also provide a verification for the priority inheritance protocol (section 4.2)
based on backpointers. Finally, in chapter 5 we show the results of our work and give directions
on how this work can be extended in the future.
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Chapter 2

Background

2.1 The evolution of verification methodologies

2.1.1 The framing problem

One of the most important challenges of program specification and verification is the framing
problem. To describe the framing problem we will study an assignment statement in a
framework similar to Hoare logic. Such as assignment will have the following form:

{...}z:=42 {z =42}

While the changes in variable x are fully specified, the aforementioned code is not a
complete specification because of the unknown modifications that may occur to the other
variables of the program. This problem is especially intensified in case of an infinite heap
space. Moreover, when writing a specification for an object oriented programming language
it is of utmost importance that the specifications do not cross the abstraction boundaries; the
specification must only refer to fields or functions accessible to the client in order to preserve
the modularity of the code.

2.1.2 Relative work on the framing problem

There are many approaches that address the framing problem:

e Separation logic
e Dynamic Frames

e Implicit dynamic frames

e Ownership and Universes type systems!

e Regional logic?

Separation logic [Reyn02] extends Hoare logic by using partial functions to model heaps
and assert the disjointness of two heaps as the disjointness of the two function domains. The
notation h = | — e implies that the partial function i (the heap) is defined in exactly one
position, at [, and has the value e. Using this notion of disjointness one can separate the heap
(hence the name of the methodology) into the part that is affected by a statement and a part
that is not affected.

The separating conjunction operator (x) is used to denote propositions that are valid in
disjointed parts of the heap. With this formalism the frame rule can be expressed as:

{ry ¢ {Q}

PR} C{Q+R} modifies(C') N freevariables(R) = @

! [Clar9s, Mull02, Barn06, Diet07]
? |Bane08|
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This way, it is possible to reason locally about the statement C' and then generalize to a
bigger heap with R as long as the two are disjoint and the variables that C' modifies are not
mentioned in R.

On the other hand, the methodology of dynamic frames [Kass06]| uses a different approach:
specification? variables or specification functions? are used to encode the set of locations that
a statement can affect, which is referred as the dynamic frame. This however requires that
the frame of a statement is explicitly annotated in its specification. By following the above
methodology, when a statement changes a variable, we can deduce that any variable that
belongs in a frame that is disjointed with the frame of the changed variable is not affected
by the statement.

e Y
class Cell {

private int x;

Cell ()
writes J;
ensures getX() = 0;
ensures fresh(footprint());

{3

pure int getX()
reads footprint();
{ return x; %}

void setX(int value)

writes footprint();

ensures getX () = value;

ensures fresh(footprint() \ old(footprint()));
{ x := value; }

pure set footprint ()
reads footprint();
{ return { &x }; 2
}

// Client code
Cell c1 := new Cell();
cl.setX(5);

Cell c2 := new Cell();
c2.setX(10);

assert cl.getX() = 5;

Listing 2.1: A Cell with dynamic frames

An example written in the form of [Sman08| with an object-oriented Java-like setting
shown in listing 2.1 examines the specification of a boxed integer, a cell. Highlighted are
the parts that have to do with the dynamic frame bookkeeping. Expressions inside 01d ()
are referring to the state just before the start of the method. We declare frames, i.e. sets of
locations, with the type set. The specification function footprint () defines all the locations
related to this class. Every method or function needs to declare its frame, i.e. the set of
locations it depends on, using reads or writes clauses. The constructor initializes footprint
with the location of x (&x). The set method restates that the fresh locations must be the ones

3 Specification variables, sometimes called ghost variables, are variables that are only used in the specification
and ordinary code cannot depend on them. Specification functions are functions that can depend on specification
variables and can be used in other specifications

4 If not specified otherwise the term function is used to denote pure functions without any side-effects
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newly found in footprint, even though footprint is not changed, encoding the swinging
prvot property.

The dynamic frames theory improves separation logic by making the specification more
modular and enable hiding the internal implementation from the client. Additionally, it
supports sharing of locations between objects, something that was not possible with separa-
tion logic. One the other hand, explicitly encoding the frame for each method is cumbersome,
both for the developer and the tool used for the verification, something that the implicit
dynamic frames approach tries to solve.

2.1.3 Implicit dynamic frames

Implicit dynamic frames [Sman09| extend the logic used in specification with permissions.
A permission to a location is needed in order, for the code and the specification, to refer to
that particular location. From the specification, one can then infer an upper bound of the
set of locations writable or readable by the corresponding method. Reminiscent of separation
logic’s frame rule, programmers write access assertions in a linear logic style multiplicative
conjunction, with the access permission to a location acc(x) being the equivalent of x +— _in
Separation Logic [Park11]. At the same time this formalism uses explicitly written annotations
in the specifications in order to supply the frame of a method and access permissions can be
encoded in specification predicates or functions the same way it is done in dynamic frames.

' 7

class Cell {
int x;

Cell ()
ensures acc(this.x) A getX() = 0;
{ this.x := 0; }

void setX(int v)
requires acc(this.x);
ensures acc(this.x) A getX()
{ this.x := v; }

1]
<

pure int getX()
requires acc(this.x);
{ return this.x; }

void dispose()
requires acc(this.x)
// mo ensures
{ /* delete =z */ }
}

// Client code
Cell cl1 := new Cell();
cl.setX(5);

Cell c2 := new Cell();
c2.setX(10);

assert cl.getX() 5;
cl.dispose()

assert c2.getX()

10; // fails!

Listing 2.2: A Cell with implicit dynamic frames

The previous cell example written with implicit dynamic frames formalism [Sman09],
listing 2.2, uses the access permission on x wherever the specification or the implementation
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needs access to this location. We know that when a permission to a particular location is lost
then we have no way of knowing what happens to that location, and thus can assert nothing
about it.

We can improve on this example by hiding the permission on this.x in an abstract
predicate [Park05|. This way the internal field x is hidden from the client. The resulting code
is shown in listing 2.3. In this example an extra method swap() is provided. Keep in mind
that permissions and abstract predicates as expressed in [Sman(9]| are resources, meaning
that one cannot assume that:

[ acc(this.x) =— acc(this.x) * acc(this.x) ]

This predicate valid is used by the client of the class as a token with which the client can
use the interface of Cell. All methods and functions of Cell take it as a requirement and
ensures its validity as a postcondition.

S

r I
class Cell {
int x;
Cell ()
ensures valid() A getX() = 0;
{ this.x := 0; }

void setX(int v)
requires valid();
ensures valid() A getX()
{ this.x := v; }

I
<

predicate bool valid()
{ return acc(this.x); }

pure int getX()
requires valid() ;
{ return this.x; }

void swap(Cell c)
requires valid() * c¢ # null A c.valid();
ensures valid() * c.valid();
ensures getX() = old(c.getX());
ensures c.getX() = old(getX());
{ int i := x; x := c.getX(); c.setX(i); }
}

Listing 2.3: A Cell with permissions hidden with an abstract predicate

2.1.4 Fractional and Counting permissions

When considering a multi-threaded environment where many threads can operate on the same
data/objects, one can argue that many threads must have permission on the same location
at the same time. Of course we want to exclude the possibility of two threads reading and
writing on the same location, without a predefined ordering of operations, creating a race
condition. In order to avoid this we can impose a simple rule: either only one thread can
write (and read) on a location and no one else can access it or multiple threads can read
from the same location but no one can write to it. Given this scheme one can think of two
types of permissions, given an implicit dynamic frames setting, a write permission and a read
permission. Write permissions must be unique while read permissions on the same location
can exist in many copies, and the existence of a read permission must exclude the write

22



permission. One way to think of it is to model the access permission on a location as an
quantity that can be split; this is the methodology of fractional permissions, proposed by
[Boyl03] and used by [Zhao07]. The permission has initially the value 100% and is preserved
(there is no way to make more of this). Access permissions are fractions of this quantity, for
example, one can have 50% access on some field x. When a thread has the full permission,
i.e. 100%, then it has write access on the location while anything less than 100% is a read
permission. By having a permission (100% or less), it is possible to split this permission
into multiple (read) permissions, and thus a client can spawn threads that read of the same
variable. Furthermore, when the threads terminate and join in the client, they return their
permissions and the client can sum them up, regaining the original permission. Notice that
by using this scheme only one thread can have write permission at any given time. There
is also a alternative way to split access permissions, called counting permission [Born05| in
which we use indivisible infinitesimal permission fractions called epsilon permission. Epsilon
permissions are essentially read permissions.Note that in this methodology, we keep a counter
of how many epsilon permissions were subtracted from a fractional permission; therefore, it
can always be restored. This technique is useful when it is required to know how many objects
have access to a specific location.

2.1.5 Verification Condition Generation (VCGQG)

There are many proposed ways to check or verify specifications: some methodologies make
use of a proof assistants while others use run-time assertions checked by the run-time system,
e.g. [Meye97, Cheo02|. Model checking [Clar82, Quei82|, abstract interpretation [Cous77| and
symbolic execution [King76]| are also common techniques in formal verification. Finally, some
methodologies make use of type-systems to express the desired behavior. In the context of
automated verification, verification condition generation is a methodology for proving the
validity of a program given its specifications. With this methodology, logic formulas are
generated based on the source code and the specifications called wverification conditions, or
VC; the validity of these verification conditions implies the correctness of the original code
against the specifications. VCs are usually first-order logic formulas and can be given to an
independent proving tool to be verified. Popular proving tools used with this methodology
are SMT (Satisfiability Modulo Theories) solvers like Z3. For a comparative study of VCG
and symbolic execution see [Kass12b|.

VCG is so popular that there are tools and libraries, such as Why/Why3 3 [Fill03, Bobol1]
and Boogie, that assist in the generation of VCs. Boogie from [Lein08|] is a intermediate
language that assists in the VCG process, acting as a proxy for VC generation. When building
a verification tool for some other language one can translate the source language into Boogie
code and then Boogie is responsible for generating the appropriate VCs and prove them (using
some SMT solver). In fact, this is exactly the technique used in the verification tool Chalice,
that is the implementation target of this thesis.

2.2 SMT solvers and Z3

Satisfiability Modulo Theories (SMT) is a research domain of mathematics and computer
science that has produced many valuable results. SMT solvers are an extension to SAT
solvers that can handle mathematical theories with equality; these solvers usually support
the decision problem for some theory and also provide a model for that theory if it is proved
satisfiable.

A common input and output languages for SMT solvers is the SMT-LIB version 2 language

> http://why.lri.fr/, http://why3.1lri.fr/
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([Barr10a] and [Barr10b] and a good tutorial: [Cok12]) developed by the SMT-LIB initiativeS.
In this language, that bears many similarities in its syntax with LISP, theories can be
expressed and the validity of those can be verified by an SMT solver.

r(set—option :print-success false) )
(set-option :produce-models true)
(set-option :interactive-mode true)
(set-logic QF_NIA) ; non-linear integer arithmetic
(declare-fun x () Int)
(declare-fun y () Int)
(declare-fun z () Int)
(assert (> x 0))
(assert (> y 0))
(assert (> z 0))
(assert (= (+ (*x x x) (x y y)) (x z z)))
(check-sat)
(get-value (x y z))
(exit)

Listing 2.4: Example SMT theory

In listing 2.4 we assert the existence of three integer variables x, ¢, z and some constrains
on them; these constrains are not-linear so in line 4 we use the integer theory without
the linearity restriction. We ask the prover about the satisfiability of this theory and a
corresponding model; in listing 2.5 we see the output of an SMT solver that proved the
theory and founding a model for it.

sat

((x 12)
(y 9)
(z 15))

Listing 2.5: SMT prover result

There are many industrial strength tools that can prove the satisfiability of logic formulas,
such as Alt-Ergo?, CVC38, STP?, Yices!? and Z3. Our work is based on Z3 from Microsoft
Researchi! [De MOS8|; Z3 can handle theories with linear arithmetic, nonlinear arithmetic,
bitvectors, arrays and datatypes, as well as empty theories.

Theories in SMT can include axioms with universal quantification; as a result the prover
cannot be complete (although modern provers manage to cope well with quantification). Z3
uses several approaches to handle quantifiers [Z3Qu|; the most prolific approach is using
pattern-based quantifier instantiation. The universal quantifier is annotated with a pattern:
an expression that mentions all the quantified variables. Then, whenever in the search space
ground-terms matching the pattern appear, the body of the quantifier is instantiated with
the values found in the pattern. Any expression can be used as a pattern; it is not required to
appear in the body of the quantifier. This method might, depending on the pattern, make 73
incomplete and also put the decision procedure into a matching loop if newly created ground
terms transitively match the pattern that created them. Z3 uses many heuristics to break
matching loops which typically severely hinder the performance of the prover.

S http://www.smt-1ib.org/
"http://ergo.lri.fr/

8 http://wuw.cs.nyu.edu/acsys/cvc3/

9 http://sites.google.com/site/stpfastprover/
O pttp://yices.csl.sri.com/

U http://z3. codeplex. com/
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2.3 Boogie

Boogie from Microsoft Research!? is an intermediate verification language which is used as a
library to help with the verification condition generation procedure. It is used by a variety of
tools including Spec# [Barn05|, VCC [Cohe09], Dafny [Leinl0a] and of course Chalice.

The Boogie language is a simple procedural language focused on specifications with a
bounded space of global variables. Boogie features seven kinds of declarations: the mathemat-
ical constructs are types, constants, functions, and axioms while the imperative constructs
are global variables, procedure declarations, and procedure implementations.

Type declarations introduce type constructors. For example,

1 [type String; ]

declares a type (more precisely, a nullary type constructor) intended to represent strings.
Types can be polymorphic by adding type variables to the type constructor, e.g.

1 [type Field a; j

is the type of fields of type a. Instantiations of Field can include Field int for the type of
all integer fields and Field String for all string fields. Boogie supports some basic build-in
types including int and bool. Boogie also supports possibly polymorphic maps also known
as update-able maps, non-rigid functions or heterogeneous arrays. Syntactically, the domain
types are listed within square brackets, followed by the range type. For example,

1 [type Permissions = [Referencelbool; ]

makes Permissions a type alias of a map from References to booleans that could encode

the access permissions. Maps can have tuples!? as their domain and can be polymorphic. For
example

1 [type Heap = <a>[Reference,Field ala; j

is a map from a Reference and a Field of type a to a and can model the heap. Symbolic
constants are introduced by constant declarations, like

1 [const emptyString : String; ]

which denotes that emptyString is a fixed yet unspecified value of type String. Function
declarations introduce mathematical functions. For example,

1 [function length(String) returns (int); ]

declares a function intended to return the length of Strings. A function may have more than
one return parameters, all written inside parentheses. Properties of constants and functions
are postulated by aziom declarations. For example,

1 [axiom length(emptyString) == 0; ]

2 http://research.microsoft.com/en-us/projects/boogie/, http://boogie.codeplex.com/

13 Cartesian product
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says that length returns 0 for the emptyString.
The program state is created with mutable variables. Global variable declarations introduce
the state on which all procedure operate. For example,

[var heap: Heap;

)

introduces the variable heap for holding the current state of the program. A procedure
declaration gives a name to a set of execution traces, which are specified by pre- and post-

conditions. For example,

procedure NewFavorite(n: Wicket);
modifies favorite;

ensures favorite == n;

Finally, an implementation declaration defines a set of execution traces by giving a body of
code. The implementation is correct if and only if its set of traces is a subset of the traces
specified by the corresponding procedure. For example,

implementation NewFavorite(n: Wicket)
{
favorite := n;

}

gives a correct implementation of the procedure NewFavorite. Procedures are specified via
pre- and post-conditions with a modifies clause used to encode which variables are affected
by each procedure. Inside procedures ordinary control-flow structures are available.

Boogie expressions include many of the usual constructs like constants, variables, equality
and arithmetic relations, boolean connectives, simple arithmetic operators and logical quanti-
fiers. Figure 2.1 is a useful but not complete list of Boogie expressions.

expr ArithmOp expr
expr CompOp expr

Yexpr
expr
expr
expr
expr
idCexpr, expr, . . .)
expr Lexpr]
exprlexpr :=

&& expr
Il expr
==> expr
<==> expr

expr]
(forall wvar: type :: expr)

old(expr)

ArithmOp is an arithmetic operator
-, %, /orb

CompOp is a relational operator

1= < <=, >or >=

one of +,

one of ==,
Negation
Conjunction

Disjunction

Implication

Equivalence

Function call

Map selection

Map update

Universal quantification

Expression referring to the pre-state

Figure 2.1: Boogie expressions

Besides the usual expressions, Boogie supports selecting and updating syntax for maps.
Another worth mentioning feature is the ability to reference “old” expressions. Expressions
that are inside an old () expression refer to the pre-state, the state of the world just before the

method began. Universal quantification over, possibly infinite, domains is allowed in Boogie
expressions. Boogie also supports existential quantification, a feature not explored here.
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When quantification is used, one can also supply triggers for the quantifier. Boogie triggers
are directly translated to patterns at SMT level. A trigger can be supplied just before the
body of the quantification, inside curly braces, as shown below.

[ (forall a: A :: {trigl} {trig2} ...body...) ]

Each trigger is a list of comma separated expression patterns that mention the bounded
variables of the quantification and maybe some of the visible variables or constants. For
example:

function pow(a: int, n: int): int;

axiom (forall a: int, n: int :: { pow(a, n) }
pow(a, n) == if n == 0 then 1 else a * pow(a, n-1)
)
axiom (forall a: int, b: int :: { (a * b) } (b * a) / b == a);

Writing triggers that are too specific limits completeness but preserves soundness. There are
some restrictions on the use of triggers:

1. The list of terms in a trigger must include all bound variables of the quantifier.
2. A term listed in a trigger must not be a bound variable itself.
3. A trigger must not include logical operators or quantifiers.

Procedure implementations consist of ordinary statements found in most imperative lan-
guages but also support some constructs specific to program verification. Figure 2.2 is the,
almost complete, syntax of Boogie statements. Note that procedures and functions have
multiple return parameters and the assignment syntax can use multiple l-values at the same
time.

The Boogie statements related to specification and verification are:

1. loop invariant syntax.
2. assert statement

3. assume statement

4. havoc statement

Loop invariants are conditions that must be true before and after one run of the loop
body. Assert is used to force the prover to prove some property, in the form of a predicate,
at a particular point in the code. For example:

27



Body
LocalVarDecl

StmitList
LStmt

LEmpty
Stmt

Lhs
MapSelect

CallLhs
BlockStmt
IfStmt
Else
LoopInv

{ LocalVarDecl* StmtList }
var Attribute* IdsType Where™
LStmt* LEmpty’

Stmt | Id : LStmt

Id : LEmpty’

assert Attribute® Expr ;
assume Attribute® Ezpr ;
havoc Id"

Lhs™> := Ezprt

call CallLhs' Id ( Ezpr* ) ;
IfStmt

while ( Ezpr ) LoopInv* BlockStmt
break Id’ ;

return ;

goto Id™

Id MapSelect*

[ Expr™ ]

Idt .=

{ StmtList }

if ( Expr ) BlockStmt Else’
else BlockStmt | else IfStmt
invariant Attribute* Expr ;

Terminal symbols in the grammar are written in monospace font while non-terminal are

oblique. The usual notation (expr*, expr™, expr’ ) for repetition and optional inclusion in

EBNF grammars is used while ezpr*> or ezpr™ is used to denote repetition separated with

a comma (,).

Figure 2.2: Boogie’s statement grammar
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var a: int; var b: int; var c: int; var n: int;
a, b, c, n :=1, 1, 1, 3;
while (true)

invariant a >= 1;

{
a = a + 1;
while (true)
invariant b >= 1;
{
b :=b + 1;
while (true)
invariant c >= 1;
{
c :=c + 1;
while (true)
invariant n > 2;
{
assert pow(a, n) + pow(b, n) != pow(c, n);
n :=n + 1;
assert pow(a, n)/a + pow(b, n)/b != pow(c, n)/c;
}
}
}
}

In line 18 Boogie will try to prove the condition and, in case of failure, a warning message will
be produced. For the rest of the program the proposition of the assert statement is assumed
valid. Therefore, the next assert statement in line 20 will be easily proved.

Assume statements have the same effect as assert statements but the validity of the
proposition is not proved but instead is just assumed for the rest of the program. Turning
the first assert into an assume statement will not produce any errors.

assume pow(a, n) + pow(b, n) != pow(c, n);
n :=n + 1;
assert pow(a, n)/a + pow(b, n)/b != pow(c, n)/c;

Using an assume statement might introduce a contradiction without a warning so it should
be used with caution. However, there are many cases where parts of the truth can only be
axiomatically assumed so assume statements are required.

Another feature that is not found in many ordinary programing languages is the havoc
statement. Havocing a variable has the effect of assigning to the variable an unspecified
“random” value (the type of the variable is preserved). It is not the same as assigning null to
the variable which is a specific value. A variable that has been havoced is a variable that we
know nothing about it so any assertion regarding that variable will fail. Havoc is usually used
in conjunction with a subsequent assume that limits the effects of havocing. For example:

havoc x;
assume x*x - b*x +6 == 0;

will have the effect of setting x to one solution of the equation.
For a full reference of the Boogie language refer to [Lein08] and [Barn06].
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2.4 Chalice

Chalice! is an object oriented, specification language for concurrent programs and a verifica-
tion tool for that language. It supports the commonly encountered features of object oriented
languages such as encapsulation and modularity that play a significant role in formal speci-
fication. Chalice programs are translated into Boogie intermediate language and the Boogie
verification engine is used to prove the validity of program specifications.

Most of the imperative structures of Chalice are similar to the ones found in Boogie. From
now on we will focus on the concurrent features of Chalice, exploring them through a series
of examples.

Let’s assume that we want to model a cell; a simple datastructure whose only purpose
is to “box” a simple value. Chalice doesn’t support polymorphic types or classes (known as
generics in Java), so we will assume that this a integer cell.

class Cell
{

var x: int;
}

Let’s assume that we want to implement a method in the class Cell that doubles the
enclosed value. As mentioned before, Chalice uses implicit dynamic frames to solve the
framing problem, so we need to have access permission in order to access the x field.

e ~
class Cell
{
var x: int;
method double ()
requires acc(x)
ensures acc(x) && x == 2%0ld(x)
{
X 1= X*2;
}
}
In the contract of the method double we add the permission acc(x) both in the precondition
and in the postcondition. The permission acc(x) (write permission or full permission) is
needed because we modify the variable x. This way we do not lose any permissions, and the
client of the method can subsequently access the field after using the call. In addition, we
add a post-condition that describes the effect of this method i.e. doubling of the value x.
A simple client for this method would be:
e N
class Client
{
method foo ()
{
var c: Cell;
c := new Cell;
c.x := 21;
call c.double();
assert c.x == 42;
}
}
. J

Y http://www.pm.inf .ethz.ch/research/chalice/, http://research.microsoft.com/en-us/projects/
chalice/
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Given the previous definition of Cell the assert statement will succeed. In Chalice every call
to a method has the effect of spawning a thread to run this method. So, in effect the previous
call to c.double() is syntactic sugar for:

fork tk := c.double();
join tk;

The fork statement creates a thread that will execute c.double() and return a token. This
token can then be used by a join statement that will wait for the previous thread to complete
the execution.

When a thread executes a method with a fork statement, it consumes all the access
permissions from the precondition of the method. That way, it is impossible for a second
thread to execute c.double() concurrently.

method bar ()
{
var c: Cell;
c := new Cell;
c.x := 21;
fork tkl := c.double();
fork tk2 := c.double(); // fails!
join tki;
join tk2;
assert c.x == 42;

The second fork in this client would fail because at that point the calling thread does not
have the permission on x. One way to solve this is to introduce a read permission; instead of
double () we could have:

s ~
class Cell

{

var x: int;
method returnDouble() returns (res: int)
requires rd(x)

ensures rd(x) && res == 2%0ld(x)

res := X*2;

returnDouble (), a method that does not change the cell value but rather return it doubled.
We no longer have the full permission acc(x), just a read permission on x denoted by rd(x).
However, consuming a read permission does not imply that no read permissions are left; a
read permission can be split into arbitrary many copies. Using this implementation of Cell
the client becomes:

s )
class Client

{
method baz ()
{
var c: Cell;
c := new Cell;
c.x := 21;
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fork tkl := c.returnDouble();

fork tk2 := c.returnDouble(); // no problem
var cl: int; var c2: int;
join cl1 := tki;
join c2 := tk2;
assert cl == 42 && c2 == 42;
3
X
L J

The initial full permission, created when the Cell object was constructed, is split by the first
fork of c.returnDouble () into two read permissions, one consumed by the fork and one left
on the calling thread. This way, the calling thread has the necessary permission to fork one
more time the same method before joining them. Tokens tk1 and tk2 are used in fork and
join statements in order to retrieve the value returned by the methods. The assertion succeeds
in determining that both calls return the double of the initial value.

Access permission can be passed from caller to callee through a fork statement and vice
versa through a join statement. Access permissions can be lost but can only be created by
creating a new object. In particular a write permission can be split in arbitrary many read
permissions and read permissions can be subsequently split into more rd read permissions.
It is also worth noting that we cannot combine some read permissions to make a write one.
Using implicit dynamic frames and fractional access permissions ensures that no two distinct
threads can access the same place (field of an object) and cause a race-condition. Only a single
thread can have a write permission in a field while many threads can have read permissions
at the same time and read from the same location. For a more detailed presentation of read
permissions see [Heulll].

It is possible to solve the problem of concurrent access to the same resource using
thread locks on resources hence introducing the concept of monitors [Hoar74|. A monitor
is responsible for sequencing accesses to objects held by the monitor and pausing the thread
until access to the objects is safe.

In Chalice terms, an object is initially unshared, i.e. it cannot be held by any monitor
and is thread-local to the thread that created it. Sharing an object makes it available for
locking and assigns a monitor to that object. The process of locking an object by a thread is
called acquiring that object and the reverse is releasing. When an object o is acquired by an
thread we say that the object is held by the thread or that the thread has locked the object,
and the predicate holds(o) is true inside that thread. To make an object o available for
locking we use the syntax share o. The acquire statement is used to acquire an object from
the monitor while the release is used to release the object. An auxiliary statement share
acquire is supplied that atomically shares an object and acquires it in the current thread.
This statement was added during this thesis and is not part of the official release of Chalice.
The object’s life cycle is shown in figure 2.3.

In terms of access permissions, a monitor can hold access permissions just as a thread
can. Taking the lock on an object from the monitor is translated in consuming the access
permissions held by that monitor on the specific object. The access permissions held by a
monitor when the object is shared and not held by any thread are those specified by the
monitor invariant [Lein09b, sec. 4.0]. A monitor invariant is a set of predicates, along with
access permissions, that must be held when the object is shared and not locked. That means
that a thread can acquire an object, access it, change its state, but when it releases that object
back to the monitor, the state of the object must comply with the specification encoded in the
monitor invariant. Finally, before releasing, a thread must give back any permissions specified
by the monitor invariant.

Revisiting the cell example, we have modeled the Cell class so that the cell is shared.
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release r;

acquire r;

share acquire r;

Figure 2.3: A object’s life cycle

s ~
class Cell
{

var x: int;

invariant acc(x) && x % 2
method safeDouble ()
{

acquire this;

X 1= X*2;

release this;

The monitor invariant for the cell has full access to field x, and thus each thread that locks
a cell can change its value. We can also impose some other checks on the value of the cell, in
this example that the value must be an even number. The “thread-safe” version of doubling,
safeDouble (), first acquires the cell and then, when it is given the permission on x, can
change the value before releasing. A client for this method could be:

rclass Client
{
method run(c: Cell)
requires c¢ != null
{
while (true)
{
call c.safeDouble();
}
assert 42 == 17
}
}
J
Multiple clients can run in parallel without any interference between them, since the
critical section of the value update is inside an acquire-release block.
s Y
class Main
{
method main ()
{
var c: Cell;
var clientl: Client;
var client2: Client;
c := new Cell;
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cC.X := 2;
clientl := new Client;
client2 := new Client;
share c;
fork tkl := clientl.run(c);
fork tk2 := client2.run(c);
join tki;
join tk2;
}
}
- J

Object invariants can been lengthy. It is common practice to break up the invariant into
logical blocks concerning particular parts of the implementation. This tactic is also followed
when some part of the invariant is “broken” i.e. does not hold at a particular point but the
rest of the invariant holds true. This is a common case when we have acquired an object,
changed its state, but have not finished processing it and some portion of its invariant is
not valid. With a extension of Chalice, proposed and implemented in this thesis, we have a
convenient way of expressing situations like this. Parts of the invariant can be named using
an identifier and a colon (:) just after the keyword invariant:

p
class Cell

var x: int;
invariant Perm: acc(x)
invariant Even: x % 2 == 0;
}
L J

Then in the specifications we can mention the invariants with the syntax object.invariant (
invariantNames); for example something like:

assert o.invariant (Perm);

means that in this particular point in the code we assert that we have write permission for
o.x. Replacing the name of the invariant with * implies that all the invariants hold at that
point. Also the syntax broken invariantNames can be used to denote that all the invariants,
except the ones named in it, hold. A common pattern emerges when a method is called to
fix the invariant of an object already acquired. We can use the same syntax with the holds
predicate:

assert holds(this, Perm);
assert holds(this, *);
assert holds(this, broken Even);

implying that the object this is acquired by the current thread and that the invariants
mentioned hold: only the Perm invariant, all the invariants and all but the Even invariants
respectively. For example the specification of a method of class Cell would be:

class Cell
{

method FixInv()
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requires holds(this, broken Even);
requires (x + 1) % 2 = 0;
ensures holds(this, x*)
{
x :=x + 1;
}
}

This syntax is inspired by considerate reasoning from [Summ10].

With this scheme we cannot know what is happening inside a cell and cannot assert
anything about the state of its value since we have no permission on the field x. All the
permissions are held by the monitor or by a thread that has locked the cell. The only thing
we can be sure about is that when we acquire a cell the value must be an even number, i.e.
only properties encoded in the monitor invariant.

Let’s study a more flexible version of the cell, one that enables read access from different
threads concurrently if the cell is shared and grants write access to the field x only if the
cell is “owned” by only one thread. We need two distinct classes for this scheme. One class is
the actual internal representation of the cell, called Ce1l1Impl and an interface, sentinel class,
called Cell. An actual cell can be accessed through multiple sentinel objects, and we need
to keep track of how many sentinels refer to that particular cell. This is done by introducing
reference counting and the corresponding integer field refCount. As long as refCount = 1
we know that the cell is not shared and we can change the value of x.

To model access permissions we need to consider the following limitations:

1. Each sentinel object needs at least read access to the implementation cell in order to
read its value.

2. If the cell is not shared we should be able the change the value.

By using read permissions (rd(x)) one cannot reconstruct a write permission and, in effect,
the write access is lost forever, even if only one has read access. We need a way to know
how many permissions are given away, or lost from the full permission, a methodology called
counting permissions [Born05]. We coin the notion of an infinitesimal read permission that
cannot be split called epsilon permission, symbolically e. We also assert the existence of a read
permission that is created if we consume a defined finite number (k) of epsilon permissions,
symbolically written as: 100% —ke. An 100% — ke permission can be further split into arbitrary
more epsilon permissions, and can be joined with exactly k epsilons to form a full permission.

In our example we can assign one epsilon permission to each of the sentinel nodes and
store the in the monitor invariant remaining permission, in order to ensure that it will not be
lost. The remaining permissions are exactly 100%—refCounte. That way each sentinel has
access to the internal field x and if it is the only sentinel pointing to that cell (i.e. refCount
= 1) it can reconstruct the full permission and write onto the cell, by acquiring the internal
cell. When a sentinel finishes processing a cell it should return the epsilon permission on that
cell, by properly updating the refCount field.

'd )
class CellImpl

{
var x: int;
var refCount: int;

invariant acc(refCount) && acc(x, 100 - rd(refCount))
}
class Cell
{

var c: CelllImpl;
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method set(x: int)
requires acc(c) && c != null && acc(c.x, rd(1))
ensures acc(c) && c '= null && acc(c.x, rd(1))
ensures c.xX == X

acquire c;
if (c.refCount == 1)
{
C.X := X;
release c;
} else {
7?7

}

The Chalice syntax for one epsilon permission on x is acc(x, rd(1)) while for the permission
100% — ke on x it is acc(x, 100-rd(k)). Note that in line 20 having acquired the internal
cell ¢ and knowing that c.refCount = 1 we can conclude that we have full access on c.x
and so we can change it’s value. With this syntax it is also possible to specify exact fractions
[Boyl03] of the full permission and even mix them with counting permissions. For example
acc(x, 25) means 256% of the full permission and acc(x, 50+rd(42)) means 50% with 42
extra epsilon permissions. For example this expression:

[ acc(x, 25) && acc(x, 50+rd(42)) && acc(x, 25-rd(42))

is equivalent to a full permission.

The aforementioned methodology can be further illustrated by the following example:
assume that we want to build a complete interface for the sentinel objects Cell, providing
methods for creating new cells, copying existing cells, getting the value of a cell and setting
a value to a cell. Internally, a copy will be represented by a new sentinel node that will
point to the copied CellImpl after increasing the refCount value by one. When the cell is
assigned a value, if the cell is not shared, the code above will be used. If the cell is shared
(refCount > 1) then we will create a new internal cell, set its value and decrease the old
cell’s refCount. A possible code is shown in listing 2.6. The syntax of returning values from
a method is illustrated in line 30.

s ~
class Cell

{
var c: CelllImpl;

method init(x: int)

requires acc(c) && c == null
ensures acc(c) && c !'= null && acc(c.x, rd(1))
ensures get() == x
{
c := new CelllImpl;
cC.X := X;
c.refCount := 1;
share c;
}
method initCopy(other: Cell)
requires acc(c) && c == null
requires other != null && acc(other.c) && other.c != null &&
acc(other.c.x, rd(1))
ensures acc(c) && c !'= null && acc(c.x, rd(1))
ensures acc(other.c) && other.c != null && acc(other.c.x, rd(1))

36




22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

1 T O

ensures other.c.x == c.x

acquire other.c;

c := other.c;

other.c.refCount := other.c.refCount + 1;
release other.c;

method get() returns(res: int)
requires acc(c) && c != null && acc(c.x, rd(1))
ensures acc(c) && c¢ '= null && acc(c.x, rd(1))
ensures res == C.X

method set(x: int)
requires acc(c) && c¢ != null && acc(c.x, rd(1))
ensures acc(c) && c¢ !'= null && acc(c.x, rd(1))
ensures c.x == X

acquire c;
if (c.refCount == 1)
{
C.X := X;
release c;
} else {
c.refCount := c.refCount - 1;
release c;
c := null;
call init(x);

Listing 2.6: Fictional disjoint Cell

Even though this is a accepted solution, it has one critical flaw. The client of the interface
Cell needs to know about the internals of its implementation. In order to preserve information
hiding and to abstract the implementation we introduce abstract predicates and functions.

Functions are pure expressions that are given a name and some necessary permissions.
Functions are side-effect free and simply express the state of the object, as viewed from the
domain specific point of the class. For example in our cell example the value of the cell could
be modeled into a function and so replace the get () method:

function get(): int
requires acc(c) && c != null && acc(c.x, rd(1))

{

Because Chalice functions are pure, they can be used in expressions and most importantly in
specification pre- and post-conditions. That way the specifications of the methods of a class
can be expressed in terms of it’s functions; i.e. the effect of the method that can be observed
through it’s public interface. This way we hide the internal representation of the class and
the client does not need to know anything about how the class is implemented. For example
the specifications of method set () becomes:
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1 method set(x: int)
2 requires acc(c) && c¢ != null && acc(c.x, rd(1))
3 ensures acc(c) && c != null && acc(c.x, rd(1))
4 ensures get() == x
Another example of the usage of functions in specifications could be the interface of a list:
-
1 | class List
2 | {
3 // Implementation here
4
5 function at(i: int): int // wvalue at index
6 ensures i < length()
7 { ...}
8
9 function length(): int // length of the list
10 { ...}
1
12 method deleteAll () // empties the list
13 ensures length() == 0
14 { ...}
15
16 method append(x: int) // append an element to the end of the list
17 ensures length() == old(length()) + 1
18 ensures (forall i: int :: i < old(length()) ==> at(i) == old(at(i)))
19 ensures at(length() - 1) == x
20 { ...}
21
22 method update(i: int, x: int) // update elemet at indez 7 with value z
23 ensures length() == old(length())
24 ensures (forall j: int :: j < length() ==>
25 ite(i == j, at(j) == x, at(j) == old(at(j))))
2% { ...}
27 |}
N

-~

The expression ite(a, b, ¢) has the semantics of if-then-else and is short-hand for (a ==> b
&& 'a ==> ¢). The code does not include the actual method implementation and the required

permissions for simplicity.

As we can see from the code, the methods of class Cell need some, very specific, per-
missions and conditions in order to function properly. In particular, the predicate needed by

most methods is:

1 [acc(ce”.c) && cell.c '= null && acc(cell.c.x, rd(1))

on some Cell cell. We abstract this as an abstract predicate [Park05| called valid. valid is
used as a token (not to be confused with the token returned by a join statement) by the client
in order to use a cell. Acquisition of a valid predicate is possible only when the client has
the required permissions to use the cell. All methods require a valid predicate and ensure its
return back to the client after the call to the interface method. The only method not requiring
this predicate, but only producing it, is the constructor methods init() and initCopy().

For example the specification of set() introducing valid would be:

method set(x: int)
requires valid
ensures valid
ensures get() == x

W o e
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Abstract predicates are also useful when dealing with permissions or conditions that are
arbitrary long and can be expressed using a recursive predicate, e.g. a type of the “token”
required by a linked list class. In order to access all the items we would need read permissions
for all the (finite, but arbitrary many) nodes of the list. A suitable predicate would be:

s I
class Node {

var next: Node;
var value: int;

predicate valid {
acc(next) && acc(value) && (next != null ==> next.valid)

}

Due to the recursive form of the predicate and its infinite expandability, the prover cannot
decide how many times to expand it. This is a well known problem with recursive functions
when dealing with automated provers. The solution given by Chalice is to manually direct the
prover when to expand or retract an abstract predicate, using the unfold and fold directives
respectively. When a predicate is unfolded the predicate is replaced with its body. The reverse
happens when folding a predicate; if the necessary conditions and permissions of the body
of the predicate are valid, they are replaced with the predicate itself. Note that abstract
predicates, like permissions, use linear logic, e.g. a predicate can be consumed by a fork
statement or can be returned by a join statement. A more important consequence is that a
folded predicate cannot be spit it into two separate ones, consumed by different by different
calls. In figure 2.7 we can see the whole implementation of Cell with its interface abstracted
from its implementation. The highlighted code ensures that an object that is about to be
acquired is not already acquired by the current thread.

s ~
class Cell

{
var c: CelllImpl;

predicate valid { acc(c) && c != null && acc(c.x, rd(1)) }

method init(x: int)
requires acc(c) && c == null
ensures valid
ensures get() == x

¢ := new CellImpl;
C.X := X;
c.refCount := 1;
share c;
fold valid;

}

method initCopy(other: Cell)
requires acc(c) && other != null && other.valid
requires unfolding other.valid in !holds(other.c)
ensures valid && other.valid
ensures other.get() == get()
ensures unfolding other.valid in !'holds(other.c)

unfold other.valid;

acquire other.c;

c := other.c;

other.c.refCount := other.c.refCount + 1;
release other.c;

fold other.valid
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fold valid
}

function get(): int
requires valid

{
unfolding valid in c.x

}

method set(x: int)
requires valid
requires unfolding valid in !'holds(c)
ensures valid
ensures get() == x
ensures unfolding valid in !'holds(c)

{
unfold valid;
acquire c;
if (c.refCount == 1)
{
C.X := X;
release c;
fold valid;
} else {
c.refCount := c.refCount - 1;
release c;
c := null;
call init(x);
}
}

Listing 2.7: Fictional disjoint Cell with interface fixed

Besides race condition prevention another feature Chalice supports is deadlock prevention
[Lein10Ob]. A deadlock occurs when some threads, even only one, try to transitively acquire
the same resource. In order to avoid this situation all shared objects are ordered with a partial
ordering relation. When trying to acquire an object, one must prove that the specific object
is “higher” in the chain of objects for all other objects already acquired by this thread.

The ordering relation (), textually denoted by the << operator, is defined to be dense on
a set of values, Ord. Each object is equipped with a implicit special field called p or in code
.mu, of type 0rd. The max of all the mu field of all acquired objects is called waitlevel and is
a ghost variable of type Ord maintained by the implementation of Chalice, i.e. for waitlevel
it is always true that:

waitlevel = max o.u
o€holds (o)

When sharing an object we must specify the bounds of its mu field. We do that with the share
syntax:

1 [ share o above «; ]

meaning that:
aCo.u

or by:

|

share o below [;
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meaning that:

onCp
finally
[ share o between « and f[;
would mean that:
aCouCpf

where o and 3 are valid expressions of type Ord. If no bounds are given it is implied that the
object is shared above waitlevel.

For the mu field of the objects, even though it is implicitly defined in every class, we still
need access permissions to access and modify it. Only the share statements modify the mu
field but whenever we want to acquire an object we need read access to the mu field in order
to prove that it is above waitlevel. For example the specifications of init (), initCopy ()

and set () could be re-written using deadlock avoidance:

p
method init(x: int)
requires acc(c) && c == null
requires acc(c.mu) && c.mu == lockbottom
ensures valid
ensures get() ==
ensures rd(c.mu) && waitlevel << mu
{
share c; // above waitlevel
}
method initCopy(other: Cell)
requires acc(c) && other != null && other.valid
requires unfolding other.valid in
rd(other.c.mu) &&
waitlevel << other.c.mu
ensures valid && other.valid
ensures other.get() == get()
ensures unfolding other.valid in rd(other.c.mu)
{
acquire other.c; // succeededs due to the precondition
}
method set(x: int)
requires valid
requires unfolding valid in
rd(c.mu) &&
waitlevel << c.mu
ensures valid
ensures get() == x
ensures unfolding valid in rd(c.mu)
{
acquire c; // succeededs due to the precondition
}
X
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At every given time the following theorem is valid:
Yo : waitlevel C o.u = 'holds(0)

It is possible to run Chalice without the checks done for deadlock avoidance using the flag
-noDeadlockChecks. Using that, Chalice will ignore the check of the mu field during acquire
and a manual proof that the current thread has not already acquired the object has to be
supplied. This is useful in case of cyclic datastructures that cannot be fully ordered with an
ordering relation, like in section 4.2.

When objects are not shared, the mu field of the object is set to the special value
lockbottom. Thus, an alternative way to express that an object o is not shared is by:

[ assert o.mu lockbottom; ]

Another useful feature of Chalice is the built-in type of sequences, also known as immutable
lists. Figure 2.4 displays the basic syntax constructs of sequences in Chalice. The operations
on sequences are functional: they don’t modify the sequence, just return a new altered
copy. Sequences are zero-indexed. The syntax of the sequence update, shown in figure 2.4,
(seqlidz:=valuel) is a new proposed extension to Chalice, developed during this thesis. The
sequence type is handy in expressing properties of datastructures, especially lists. For example
the interface of a linked list datastructure could be the one shown in listing 2.8. Access
permissions are omitted for simplicity. With the addition of toSeq() the functions at () and
length() are obsolete.

s Y
class Node
{

var value: int;

var next: Node;

function toSeq(): seq<int>

{ [value] ++ ite(next != null, next.toSeq, []) }

function at(i: int): int // value at index

ensures i < |[toSeq() |

{ toSeq(O[i] }

function length(): int // length of the list
{ ltoSeqO I }
method deleteAll () // empties the list
ensures toSeq() == []
{ ...}
method append(x: int) // append an element to the end of the list

ensures toSeq(

{...%

0old (toSeq()) ++ [x]

method update(i: int, x:
ensures toSeq()

{ ...}

int) // update elemet at indez % with wvalue z
0ld(toSeq()) [i := x]

Listing 2.8: Interface of linked lists expressed in terms of sequences

In chapter 3 we introduce the new concept of backpointers added in Chalice during this
thesis. For a more detailed presentation of Chalice see [Lein09a].
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seq<type> The type of sequence with elements of type type

(] The empty sequence

[el, e2, e3] A sequence with elements e, e2 and e3

seql ++ seq2 The concatenation of the two sequences seql and seq2
seqlidx] The idz’th element of seq

seqlidxl. .1dz2] A subsequence of seq from index idz! to idx2 (exclusive)
seql. .idx] The first idz elements of subsequence seq

seqlidz. .] The sequence seq after dropping the first idx elements

seqlidr:=value]l A copy of seq with the element at index idz replaced with value
| seql The length of the sequence seq

Figure 2.4: Sequence syntax of Chalice

2.5 Translating Chalice into Boogie

In this section we sketch the methodology used to translate Chalice into Boogie code. Fields
of Chalice are encoded as values of the polymorphic type Field a, where a is the type of the
field. All the locations/objects of the heap are of type ref. The entire heap of the program is
encoded in a polymorphic partial map in Boogie, which is indexed by locations and fields and
thus encoding the state of all the objects of Chalice. The Boogie type of this map is called
HeapType and the Boogie variable is called Heap

All permissions are encoded as a pair of integer (p,n): p is a percentage of the full
100% permission hence ranging from 0 to 100 and n is how many epsilon permissions we
have, raging from —oo to +o0o. We can visually think of the permission as: p + ne%. The
permissions of all fields at a given point are encoded as another map, the Mask. This map is
also indexed by locations and fields, but returns the permission in the form of a map from
PermissionComponent to int. PermissionComponent has two values, perm$R and perm$N.
All the definitions described until now are in the prelude of every Boogie file generated by
Chalice:

type ref;
const null: ref;
type Field a;

type HeapType = <a>[ref,Field ala;
var Heap: HeapType;

type PermissionComponent;
const unique perm$R: PermissionComponent;
const unique perm$N: PermissionComponent;
type MaskType = <a>[ref,Field a][PermissionComponent]int;
var Mask: MaskType where IsGoodMask(Mask);
const ZeroMask: MaskType;
axiom (forall<T> o: ref, f: Field T ::
ZeroMask[o,f] [perm$R] == 0 && ZeroMask[o,f] [perm$N] == 0);

. )

The various permission types have corresponding translations given the aforementioned
encoding:
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acc(o.z) = Mask[o, O.z] [perm$R] == 100 && Mask[o, O.z] [perm$N] ==

rd(o.z) = Mask[o, O.z] [perm$R] > 0 || Mask[o, O.z] [perm$N] > O
acc(o.xz, p) = Mask[o, O.z] [perm$R] == p && Mask[o, O.z] [perm$N] == 0
acc(o.z, rd(n)) = Mask[o, O.r] [perm$R] == 0 && Mask[o, O.z] [perm$N] == n
acc(o.z, p - rd(n)) = Mask[o, O.z] [perm$R] == p && Mask[o, O.z] [perm$N] == -n

Here we consider o been an instance of class O with a field z.
From now on we use the following shorthands:

CanRead(o.z) = o '= null &&

Mask[o, O.z][perm$R] == 0 && Mask[o, O.x] [perm$N] ==
CanWrite(o.xz) = o '= null &&

Mask[o, O.z][perm$R] > 0 || Mask[o, O.z][perm$N] > 0

Permissions can be consumed and returned by statements. The transfer of permissions is
done with two operations of the translation: ezhale and inhale. Both operations are defined
by structural induction on the shape of expressions.

Roughly speaking, Ezhale(E) checks that expression E holds, more specifically, that the
current thread holds the permissions required by E, and then takes away these permissions.
Inhale(E) assumes E and transfers the permissions required by F to the current thread. If
the current thread obtains some permission for a location o.f for which it previously had
no permission, Inhale assigns an arbitrary value to o.f, which models the fact that another
thread might have modified the location since the current thread last accessed it (framing
rule). The definitions for both operations are shown in figure 2.5. With 7r(E) we denote the
translation of simple Chalice expressions into Boogie which is almost identical. 7r(E) should
never be called on an expression F containing a permission. These cases are forbidden (for
example using a permission in the left-hand-side of an implies operator).

The translation of Chalice includes the translation of the special fields held and u for each
object. These fields are directly translated to Boogie as ordinary fields. held is a boolean field
and mu has the special type Mu. As mentioned before, a partial order relation C on values
of Mu is defined and translated as the Boogie function MuBelow. The mu field of non-shared
objects has the special value LockBottom. waitlevel is a special local variable of type mu
translated into the max of all the mu fields of the object the current thread holds. For example
the expression waitlevel [ u is translated to:

-
L(forall p: ref :: Heap[p, held] ==> IsBelow(Heapl[p, mul, u))

—

The fragment of the prelude regarding the aforementioned translation follows:

-
type Mu;
const unique mu: Field Mu;
function MuBelow(Mu, Mu) returns (bool); // strict partial order
axiom (forall m: Mu, n: Mu ::
{ MuBelow(m,n), MuBelow(n,m) }
! (MuBelow(m,n) && MuBelow(n,m)));
axiom (forall m: Mu, n: Mu, o: Mu ::
{ MuBelow(m,n), MuBelow(n,o) }
MuBelow(m,n) && MuBelow(n,o0) ==> MuBelow(m,0));
const $LockBottom: Mu;
axiom (forall m, n: Mu :: MuBelow(m, n) ==> n != $LockBottom);

const unique held: Field bool;
N J
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Ezhale(acc(E.f, p + rd(n))) =
assert Mask[Tr(E), f][perm$R] >= Tr(p) &&
(Mask[Tr(E), f1[perm$R] == Tr(p) ==> Mask[Tr(E), f1[perm$N1 >= Tr(n));
Mask[Tr(E), f]1[perm$R] := Mask[Tr(E), f1[perm$R] - Tr(p);
Mask[Tr(E), f]1[perm$N] := Mask[Tr(E), f][perm$N] - Tr(n);

Ezhale(rd(E.f)) =
assert Mask[7r(E), f][perm$R] > O;
var p: int; havoc p;
assume p > 0 && p < Mask[7r(E), f][perm$R];
Mask[Tr(E), f][perm$R] := Mask[T7r(E), f][perm$R] - p;

Inhale(acc(E.f, p + rd(n))) =
if (Mask[Tr(E), f][perm$R] == 0 && Mask[Tr(E), f][perm$N] == 0)
{ havoc Heap[Tr(E), f1; } //Modeled as IsGoodInhaleState
Mask[Tr(E), f]1[perm$R] := Mask[Tr(E), f][perm$R] + Tr(p);
Mask[Tr(E), f]1[perm$N] := Mask[Tr(E), f][perm$N] + Tr(n);

Inhale(xrd(E.f)) =
if (Mask[Tr(E), f1[perm$R] == 0 && Mask[Tr(E), f][perm$N] == 0)
{ havoc Heap[Tr(E), f1; } //Modeled as IsGoodInhaleState
var p: int; havoc p;
assume p > 0 && Mask[7r(E), f1[perm$R] + p < 100;
Mask[Tr(E), f]1[perm$R] := Mask[Tr(E), f][perm$R] + p;

Ezhale(P && Q) = Inhale(P && Q) =
Ezhale(Q); Inhale(Q);
Ezhale(P); Inhale(P);
Ezhale(P ==> Q) = Inhale(P ==> Q) =
if(Tr(P)) { Ezhale(Q); } if(Tr(P)) { Inhale(Q); }
Otherwise: Otherwise:
Ezhale(E) = Ezhale(E) =
assert Tr(E); assume 7r(E);

Figure 2.5: Exhale and Inhale operations
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while (cond)

z :=new C; = invariant inv;
havoc z; { body } =
assume z !'= null; Ezhale(inv);
assume Heap[z, held] == false; havoc wvariables<body>;
assume Heap[z, mu] == lockbottom; if (cond) {
//Foreach field f of class C': Mask := ZeroMask;
assume Mask([z, C.f][perm$R] == 100; Inhale(inv);
assume Mask([z, C.f][perm$N] == 0; Tr(body);
//Foreach reference field f } else { // assume !cond
//of class C': Inhale(inv);
assume Heap[z, C.f] == null;!® // The rest of the method body

}

x = of; = of 1=z, =
assert CanRead(o.f); assert CanWrite(o.f);
x := Heaplo, f1; Heaplo, f] := z;
fork o.foo(); = join o.foo(); =
Ezhale (0. Precondition<foo>); Inhale(o.Postcondition<foo>);

share o between p and s; =
assert CanWrite(o, mu);
assert Heap[n, mu] == lockbottom;
assert MuBelow(p, $);
var w: Mu; havoc w;

call o.foo(); =
Ezhale(o.Precondition<foo>);

Inhale(o.Postconditi ;
nhale(o. Postcondition<foo>) assume MuBelow(p, w) && MuBelow(w, s);

Heaplo, mul] := w;
Exhale(o.invariant (¥) );

acquire o; =
assert CanRead(o.mu);
(forall p: ref :: Heap[p, held] ==>
MuBelow (Heap[p, mu], Heaplo, mu]));
Heap[o, held] := true;
Inhale(o.invariant (*) );

release 0; =
assert o != null;
assert Heapl[o, held];
Ezhale(o.invariant (*) );
Heap[o, held] := false;

Figure 2.6: Translation of Chalice statements into Boogie code

The translation of most Chalice statements is shown in figure 2.6. In [Lein09b| one can
find more information on the implementation of Chalice and its translation in Boogie code.
Also, for more recent developments in Chalice see [Heull2, Heul13].

15 This initialization was implemented during this thesis.
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Chapter 3

Backpointers in Chalice

3.1 Backpointers

A backpointer! defines the reverse relation of a class field. It is the set of all objects pointing
to a specific object.

r ~
class A {
var x: B;

}

class B { ... }

var bar: B;
bar := new B;

J

In the listing above, class A has a field x pointing to an object of type B. For an instance
of class B e.g. bar, the backpointer (A.z)~! is the set of all the objects of type A pointing to

bar through the field x.
X ‘III" X

In the situation displayed in the figure above, the backpointer set bar.(A.z)~! consists
of objects al and a2, and not a3. In Chalice, fields of classes that can potentially have
backpointers are declared by using the tracked modifier.

Backpointers are considered a ghost field, maintained by Chalice. A backpointer on
an object bar is denoted by bar.~(A.x). As any other field, backpointers have access
permissions; in order to assign a value to a tracked field it is required to gain not only

the access permission for that field but also access permission on all the backpointer fields
that are modified, as demonstrated in the code snippet 3.1 where a value is assigned in line 11.

3.2 Backpointer encoding

Backpointers are encoded as regular fields in Boogie code. For every tracked field A.x a
backpointer field named A.x$BP is defined. This encoding of backpointers as Boogie state

! Also introduced in [Kass12a] in terms of separation logic
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class A {
tracked var x: B;
method test(newX: B)
requires acc(x) && acc(x.~(A.x)) &&
acc(newX.~(A.x))
ensures acc(x) && acc(x.~(A.x)) &&
acc(newX.~(A.x))
ensures x == newX
{
this.x := newX
assert this in newX.~(A.x)
}
}
. y,

Listing 3.1: Simple example with backpointers

makes our methodology easier to implement, since assignments in Boogie code are easily
managed. The Boogie code in listing 3.3 describes the tracked field A.x in listing 3.2.

class A {
tracked var x: B;

Listing 3.2: Chalice code

const unique A.x: Field (ref);

const unique A.x$BP: Field (BackpointerSet);
axiom isBackpointerField(A.x$BP);

axiom isBackpointerFieldOf (A.x$BP, A.x);

Listing 3.3: Boogie code produced from Chalice code 3.2

The set of the objects belonging to the backpointer are encoded as a map from references
to booleans as displayed in listing 3.4. Two helper functions, isBackpointerField and
isBackpointerFieldOf, define the relationship of ordinary fields with backpointer fields.
Equality on backpointer sets is also defined.

'd 7
type BackpointerSet = <a>[BackpointerSetComponent ala;

type BackpointerSetComponent a;
const unique BackpointerSetComponent#Set: BackpointerSetComponent ([ref]lbool);
function isBackpointerField<a>(bpf: Field(a)) returns (bool);
function isBackpointerFieldOf (bpf: Field(BackpointerSet),
f: Field(ref)) returns (bool);

function BackpointerSet#Equal(a: BackpointerSet, b: BackpointerSet) returns (bool)
{

a[BackpointerSetComponent#Set] == b[BackpointerSetComponent#Set]

Listing 3.4: Boogie backpointer prelude
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Figure 3.1: Assignment on a tracked field

An assignment on a tracked field:

1 [ a.x := newX; ]
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is performed in three sequential steps:
1. Remove a from a.x’s backpointer set
2. Add a to newX’s backpointer set
3. The actual assignment

The situation is depicted graphically in figure 3.1. The produced Boogie code for the
above operation is shown in listing 3.5.

// Remove from old object’s backpointer set

if (Heap[this, A.x] != null) {
assert {:msg » 8.9: LHS.~(A.x): location might not be writable’’}
CanWrite (Mask, Heapla, A.x], A.x$BP);
Heap[Heap[a, A.x], A.x$BP][BackpointerSetComponent#Set][a]l := false;
}
// Add to nmnew object’s backpointer set
if (newX != null) {
assert {:msg > 8.9: RHS.~(A.x): location might not be writable’’}
CanWrite (Mask, newX, A.x$BP);
Heap [newX, A.x$BP][BackpointerSetComponent#Set][a] := true;
}
// update field next
assert {:msg  8.9: Location might not be writable’’}
CanWrite (Mask, a, A.x);
Heap[a, A.x] := newX;

Listing 3.5: Boogie code for assignment on tracked field
As shown in the Boogie code in listing 3.5 to perform a single assignment, three write
permissions should be acquired: one for each backpointer set that is affected and one for the

tracked field where the assignment is performed.
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3.3 Aggregates

By using the aforementioned additions to Chalice it is now possible to use aggregates on
backpointer sets such as:

1. Cardinality
2. Sum

3. Min

4. Max

5. Product

6. Average

Currently only the first four aggregates are fully implemented and documented in Chalice;
sum, min, max, product and average are performed over integer fields of objects in the
backpointer set.

rclass Node {

method testl()
requires acc(next) && next == null {
var x: Node;
x := new Node;
assert |x.~(Node.next)| == 0
this.next := x;
assert |x.~(Node.next)| == 1

Listing 3.6: Using the cardinality of a backpointer set

The syntax of cardinality over backpointer sets is shown in listing 3.6. The syntax is
borrowed by the sequence feature of Chalice. The syntax used for the rest aggregates is:

(aggregate_name running_variable:backpointer_set :: running_variable.integer_field)

At the moment, only expressions with the above format are allowed in the body of an
aggregate. An example of usage is shown in listing 3.7.

r ~
class Node {

tracked var next: Node;
var x: int;
method test2()
requires acc(next) && next == null
&& acc(x) && x == 42 {
var newNode: Node;

newNode := new Node;

this.next := newNode;

assert (sum o in newNode.~(Node.next) :: o0.x) == 42
this.x := 24;

assert (sum o in newNode.~(Node.next) :: o.x) == 24

Listing 3.7: Sum aggregate usage
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In order to frame a sum such as (sum o in this.~(Node.next) :: 0.x) , besides
the permission in the backpointer set this.~ (Node.next) we should have permission in all
fields x of objects o that belong in the backpointer set. Therefore, the framing permission for
sum is rd(this.~(Node.next)) && (V o € this.~(Node.next) . rd(o.x)). The special
syntax introduced in Chalice for the bulk permission is: acc(this.~(Node.next).x) (see
section 3.5).

To implement the aggregates we extended the implementation for backpointers that was
shown above in the following way:

e )

. J

const unique BackpointerSetComponent#Cardinality: BackpointerSetComponent (int);
const unique BackpointerSetComponent#Sums: BackpointerSetComponent ([Field int]int);
const unique BackpointerSetComponent#Mins: BackpointerSetComponent ([Field int]int);
const unique BackpointerSetComponent#Maxs: BackpointerSetComponent ([Field int]int);
function BackpointerSet#Equal(a: BackpointerSet, b: BackpointerSet) returns (bool)
{
a[BackpointerSetComponent#Cardinality] == b[BackpointerSetComponent#Cardinality]
&& a[BackpointerSetComponent#Set] == b[BackpointerSetComponent#Set]
}

Listing 3.8: Boogie backpointer prelude (aggregates)

One backpointer set component for each aggregate is used. Aggregates, like sum and max,
that are defined in terms of a integer field are modeled as maps indexed by that field. We
extend the definition of backpointer equality to include only cardinality (see section 3.5).

Chalice maintains aggregates of backpointer sets. Aggregates change when an object is
added or removed from the set. In an assignment, one object is deleted and one is added
(provided that there is no null reference involved). Assume a backpointer set bps, and an
object a that is added or removed from bps. In pseudo Boogie code these two operations
are shown in listing 3.9 (BackpointerSetComponent abbreviated as BSC) which the revised
version of listing 3.5 with aggregates taken into account.

Sum, min and max of sets are also affected by assignments on the respective integer fields
of objects that belong to the set. Chalice’s implementation maintains these fields when such
an assignment happens. For example the assignment:

1 [ a.n := newlN; }

where a of type A with an integer field n, is translated into the code in listing 3.10. This
code is produced for each tracked field of class A. The treatment of min and max in our
implementation is incomplete but it is sufficient for most cases.

o1
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addRefToBackpointerSet (bps, a) {

}

bps [BPC$Set] [a] := true;
bps [BPC$Cardinality] := bps[BPC$Cardinality] + 1;
// for each int field m of a
bps [BPC$Sums] [A.n] := bps[BPC3Sums] [n] + Heapla, A.nl;
if (bps [BSC$Mins] [A.n] > Heapla, A.nl)
bps [BSC$Mins] [A.n] := Heapla, A.nl;
if (bps [BSC$Maxs] [A.n] < Heapla, A.n])
bps [BSC$Maxs] [A.n] := Heapl[a, A.nl;

// end for each

removeRefFromBackpointerSet (bps, a) {

bps [BPC$Set] [a] := false;

bps [BPC$Cardinality] := bps[BPC$Cardinality] - 1;

// for each int field n of a

bps [BPC$Sums] [A.n] := bps[BPC3Sums] [n] - Heapla, A.nl;
if (bps [BSC$Mins] [A.n] == Heapla, A.nl)

havoc bps[BSC$Mins] [A.n];
assume bps[BSC3Mins][A.n] <= Heapla, A.nl;
if (bps [BSC$Maxs] [A.n] == Heapla, A.nl)
havoc bps[BSC$Maxs][A.n];
assume bps[BSC$Maxs][A.n] >= Heapla, A.nl;
// end for each

// Remove from old object’s backpointer set
if (Heapl[this, A.x] != null) {
assert {:msg > 8.9: LHS.~(A.x): location might not be writable’’}
CanWrite (Mask, Heapla, A.x], A.x$BP);
removeRefFromBackpointerSet (Heap [Heap [a, A.x], A.x$BP], a);
}

// Add to mew object’s backpointer set
if (newX !'= null) {
assert {:msg >’ 8.9: RHS.~(A.x): location might not be writable”’}
CanWrite (Mask, newX, A.x$BP);
addRefToBackpointerSet (Heap [newX, A.x$BP], a);

}

// update field next

assert {:msg >’ 8.9: Location might not be writable’’}
CanWrite(Mask, a, A.x);

Heap[a, A.x] := newX;
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// for each tracked field z of a
// a belongs the backpointer set bps
// bps = Heap[Heap[a, A.x], A.z$BP]

// Sums
bps [BPC$Sums] [A.n] := bps[BPC$Sums][A.n] - Heapla, A.n] + newN;
// Mins
var oldMin: int;
0ldMin := bps[BPC$Mins][A.n];
havoc bps[BPC$Mins][A.nl;
assume (o0ldMin >= newN) ==> (bps[BPC$Mins][A.n] == newN);
assume (oldMin < newN && oldMin != Heapl[a, A.n])
==> (bps[BPC$Mins] [A.n] == oldMin);
assume (0ldMin < newN && o0ldMin == Heapl[a, A.n])
==> (newN >= bps[BPC$Mins] [A.n] && bps[BPC$Mins][A.n] >= o0ldMin);
// Mazs
var oldMax: int;
oldMax := bps[BPC$Maxs][A.n];
havoc bps[BPC$Maxs][A.n];
assume (oldMax <= newN) ==> (bps[BPC$Maxs][A.n] == newN);
assume (oldMax > newN && oldMax != Heapl[a, A.n])
==> (bps[BPC3$Maxs][A.n] == oldMax);
assume (oldMax > newN && oldMax == Heapla, A.n])

==> (newN <= bps[BPC$Maxs][A.n] && bps[BPC$Maxs][A.n] <= oldMax);
// end for each
Heap[a, A.n] := newN;

/

Listing 3.10: Boogie code: changing an int field of an object that belongs to a backpointer
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3.4 Axioms

The backpointer theory is founded on top of certain axioms. Those axioms are often a crucial
part of the verification process since they define the behavior of backpointers as well as the
aggregates on the backpointer sets. The following axioms make the treatment of backpointers
as ghost state more complete and provide a way to prove specifications involving backpointers
through axiomatization.

o4

e The first axiom defines backpointers:

Axiom 1. Definitional axiom
for a tracked field A.f:

V{a,b} €AXx B .a.f=b iff acb(Af)"

In other words, a points to b if and only if a belongs to the corresponding backpointer
set of b. It is implemented in Boogie with the following code

axiom (forall h: HeapType, m: MaskType, sm: MaskType, f: Field(ref),

1
2 a: ref, b: ref, bpf: Field(BackpointerSet)

3 (wf(h, m, sm) && isBackpointerFieldOf (bpf, f) &&

4 a != null & b != null) ==>

5 (h[a, £f] == b <==> h[b, bpf][BackpointerSetComponent#Set][al));

In all the axioms we take special care for the case of the null pointer.

e All cardinalities are positive integers or zero. This is expressed in our theory with the
second axiom:

Axiom 2. Cardinality is not negative
for a tracked field A.f:

Ve B . [b(Af)7H >0

and in Boogie code:

2

1 | axiom (forall h: HeapType, m: MaskType, sm: MaskType, bps: BackpointerSet ::
bps [BackpointerSetComponent#Cardinality] >= 0);

In the following axioms we describe an empty backpointer set.

e If a set has cardinality zero (i.e. is an empty set) no object can belong to this backpointer
set. This is expressed by the following axiom:

Axiom 3. Belongs to empty set

Vbps € BPac A. |bps| =0 = a ¢ bps,

BP is the class of all backpointer sets and A a class A.

and in Boogie code:
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axiom (forall h: HeapType, m: MaskType, sm: MaskType,
bps: BackpointerSet, a: ref ::
(wf(h, m, sm) && a !'= null) ==>
(bps [BackpointerSetComponent#Cardinality] == 0 ==>
'bps[BackpointerSetComponent#Set] [al));

Most axioms that include an implication can be read in an contrapositive way. For
example this axiom can be read as “if there is some object that belongs to the set
then the cardinality cannot be zero”. This is a useful way of thinking in the process of
verification.

e If a set has cardinality zero then every sum on that set is zero:

Axiom 4. Sum of empty set

V bps € BP . |bps| =0 = Z a.n =0,
a€ebps

BP is the class of all backpointer sets and A.n a integer field of class A.

and in Boogie code:

axiom (forall h: HeapType, m: MaskType, sm: MaskType,
bps: BackpointerSet, n: Field(int)
wf(h, m, sm) ==>
(bps [BackpointerSetComponent#Cardinality]

== 0 ==>
bps [BackpointerSetComponent#Sums] [n] == 0));

The following axioms are used in case of an unit set (i.e. a set with only one element).

e This axiom asserts that no two distinct objects can belong to a unit set.

Axiom 5. Two members of unit set

Vbps € BP,al € Aja2 € A . |bps| =1Aal € bps Na2 € bps = al = a2,

BP is the class of all backpointer sets and A a class A.

Due to the special treatment of universal quantification in Z3, and SMT solvers in
general, this axiom is encoded in two different forms in Boogie:

raxiom (forall h: HeapType, m: MaskType, sm: MaskType,
bps: BackpointerSet, a: ref ::
(wf(h, m, sm) && a !'= null) ==>
((bps[BackpointerSetComponent#Set] [a]l &&

bps [BackpointerSetComponent#Cardinality] == 1) ==>
(forall b: ref ::
(b !'= null && bps[BackpointerSetComponent#Set] [b]) ==>
a == b)));
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raxiom (forall h: HeapType, m: MaskType, sm: MaskType,
bps: BackpointerSet, a: ref, b: ref ::
(wf(h, m, sm) &% a '= null &% b != null) ==>
((bps[BackpointerSetComponent#Set] [a]l &&
bps [BackpointerSetComponent#Set] [b] &&
bps [BackpointerSetComponent#Cardinality] == 1) ==>
a == b));

Each version is specialized in verifying different assertions.

When we know that a set has only one element and if we have an object belonging
to that set then we know the value of all aggregates on that set. Hence the following
axioms:

Axiom 6. Sum of unit set

Vbps € BPjac A . |bps|=1ANa € bps = Z a.n = a.n,
a€bps

BP is the class of all backpointer sets and A.n an integer field of class A.

Axiom 7. Max of unit set

Vbps€ BPja€ A . |bps|=1ANa€bps = m%xa.n:a.n,
acobps

BP is the class of all backpointer sets and A.n an integer field of class A.

Axiom 8. Min of unit set

Vbps € BPiac€ A . |bps|=1ANa € bps = mlijn an=an
aEcops

BP is the class of all backpointer sets and A.n an integer field of class A.

The corresponding code in Boogie is:

P
axiom (forall h: HeapType, m: MaskType, sm: MaskType
bps: BackpointerSet, n: Field(int), a: ref ::

(wf(h, m, sm) && a '= null) ==>

((bps[BackpointerSetComponent#Cardinality] == 1 &&
bps [BackpointerSetComponent#Set] [a]) ==>
(bps [BackpointerSetComponent#Sums] [n] == hl[a, n])));
. J

-
axiom (forall h: HeapType, m: MaskType, sm: MaskType,
bps: BackpointerSet, n: Field(int), a: ref ::
(wf(h, m, sm) && a !'= null) ==>

((bps [BackpointerSetComponent#Cardinality] == 1 &&
bps [BackpointerSetComponent#Set] [a]) ==>
(bps [BackpointerSetComponent#Mins] [n] == hla, nl])));

-
axiom (forall h: HeapType, m: MaskType, sm: MaskType
bps: BackpointerSet, n: Field(int), a: ref ::

(wf(h, m, sm) && a !'= null) ==>

((bps [BackpointerSetComponent#Cardinality] == 1 &&
bps [BackpointerSetComponent#Set] [a]) ==>
(bps [BackpointerSetComponent#Maxs] [n] == hla, nl)));
A J




3.5 Framing syntax

When using a aggregate on a backpointer set, the frame of this expression is not only the access
permission to the backpointer field but also the permission on the field that is aggregated
over all the objects that belong to the backpointer set. This special bulk permission is written
as:

1 [ acc(o.~(A.x).n) or rd(o.~(A.x).n) or acc(o.~(A.x).n, 50) ]

for all the objects of the backpointer set o.~(A.x) on the integer field n. For the first
expression, it is just like writing (with some variations in the implementation; it uses triggers
internally to improve the prover’s speed):

1 [ (forall i:A :: i in a.~(A.x) ==> acc(i.n)) ]

This syntax is used in any kind of permission.

It takes a lot of time to check bulk permissions by the prover, especially for Chalice’s
framing check (see section: 2.5), where we check for the necessary permissions for each field
in order to infer if there has been a change by a statement. So, by default, Chalice assumes
that all the aggregates are lost during statements like this, unless the programmer explicitly
specifies that Chalice should check for this bulk permission. The equality relation used in the
inhale implementation is the one defined in section 3.3. The syntax introduced is a predicate
following the statement written with a triple &. For example, if we want the call to a method
foo() to preserve the aggregates of the backpointer set o.~(A.x) on a field n we should
write the following:

1 [ call x.foo() &&& acc(o.~(A.x).n) ]

forcing Chalice to make an extra check if this permission is indeed preserved by the call and
if so, to assume that all the aggregates of the set o.~(A.x) on the field n are the same as
before the call. The statements that support this framing syntazx are:

e while

e share

e release

e lock (not mentioned here)
e send (not mentioned here)
e method call

e method fork

3.6 Triggering - ‘“use axiom” syntax

The set of axioms presented in section 3.4 are not a complete definition of the aggregates
specified but makes a good case for most examples that we explored. For a more detailed
presentation of aggregates and a discussion of triggering issues see [Lein09c¢|.

Even so, these axioms make heavy use of universal quantification and thus lower the
performance of the prover. In our implementation, the developer is responsible for introducing
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most of the axioms, enabling him to fine-tune the prover. Whenever an axiom is needed by
the prover, the user has to make a fake call to a function on a backpointer set that will trigger
the usage of the axiom. The parameters of the function call are the values of the universally
quantified variables in the body of the axiom. Some axioms take as a parameter a field and for
those axioms we extended Chalice to include references to class fields, prefixing the qualified
name of the field with the “at” sign (@). Some examples of triggering axioms are shown in
listing 3.11.

s ~
class Lala {

ghost tracked var x: Mama;
var n: int;

method BPReversibilityl(z: Lala)
requires z != null && acc(z.x) && z.x == this && acc(~(Lala.x))
requires holds(this; A)
ensures acc(~(Lala.x)) && z in ~(Lala.x)

{
assert z.useDefinitionalAxiom(@Lala.x, this);
}
method BPReversibility2(z: Lala)
requires z != null && acc(z.x) && acc(~(Lala.x)) && z in ~(Lala.x)
ensures acc(z.x) && z.x == this
{
assert z.useDefinitionalAxiom(@Lala.x, this);
}

method EmptySetCardinality3(r: Lala)
requires acc(~(Lala.x)) && r !'= null &% r in ~(Lala.x)
ensures acc(~(Lala.x)) && |~(Lala.x)| > O

{
assert ~(Lala.x).useAxiomBelongsToEmptySet(r);
assert ~(Lala.x).useAxiomCardinalityNotNegative ();
}
method UnitSetSum2(z: Lala)
requires z != null && acc(~(Lala.x)) && z in ~(Lala.x) && rd(z.n)
&& rd(~(Lala.x).n) && (sum y in ~(Lala.x) :: y.n) != z.n
ensures z != null && acc(~(Lala.x)) && |~(Lala.x)| > 1
{
assert ~(Lala.x).useAxiomSum0fUnitSet(z, @Lala.n);
assert ~(Lala.x).useAxiomBelongsToEmptySet(z);
assert ~(Lala.x).useAxiomCardinalityNotNegative();
}

Listing 3.11: Example usage of “use-axiom” syntax

The definitional axiom for an object x, that points through the field £ to an object y, is
used on the object x and the two parameters of the function are first the reference to the field
f and the other object y. All the other “axiom trigger functions” are called on the backpointer
set they refer to. The list of functions that are supported, along with the corresponding
axioms, are shown in figure 3.2.
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Axiom 1 < object>.useDefinitional Axiom(< field>, <object>)
Axiom 2 < BPSet>.useAxiomCardinalityNotNegative()
Axiom 3 < BPSet>.useAxiomBelongsToEmptySet (< object>)
Axiom 4 < BPSet>.useAxiomSumOfEmptySet(<int field>)

Axiom 5 first form

< BPSet>.useAxiomTwoMembersOfUnitSet1(< object>)

Axiom 5 second form

< BPSet>.useAxiomTwoMembersOfUnitSet2(< object>, <object>>)

Axiom 6 < BPSet>.useAxiomSumOfUnitSet(< object>, <int field>)
Axiom 7 < BPSet>.useAxiomMaxOfUnitSet (< object >, <int field>)
Axiom 8 < BPSet>.useAxiomMinOfUnitSet(< object>, <int field>)

Figure 3.2: Triggering functions per axiom
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Chapter 4

Applications of Backpointers

Backpointers may be of use in various areas of verification problems. Some problem examples
include:

1. Copy-on-Write lists

2. Double linked lists

3. Composite

4. Union-Find

5. Priority inheritance protocol (PIP)

Fictional disjointness is a datastructure feature where the interface of the datastructures
promises to the user that each object is distinct while the objects share data in the imple-
mentation level. This category of problems is of great interest in the verification area and
many attempts have been made to prove programs as it provides a verification challenge not
only for automated verification but also for verification with the use of proof assistants.

A notable example from this family is the snapshotable trees that were examined in
[Mehn12|. By using proof assistants (Coq in particular) it was proved that the implementation
presented there is a fictional disjointed datastructure consisting of a mutable tree structure
were snapshots of the tree could be taken for later use. The snapshots of the tree are immutable
subsequent changes of the tree. Furthermore, four variations of the trees were presented from
which only one’s correctness was proved while the rest are left as a verification challenge.

We mainly studied a similar problem from the area of fictional disjointed problems, the
Copy-on-Write list datastructure.

4.1 Copy-on-Write Lists

This datastructure implements a mutable list interface. At any moment the user may create
a copy of a list which is guaranteed that it will be distinct and separate from the original
list; in other words, disjoint. This implies that a change in the original list will not affect the
copied list and vice versa. However, the implementation optimizes the way the lists are stored
in order to minimize the consumed memory by sharing parts of lists. In particular, the copied
lists share with the original the longest common tail.

As displayed in figure 4.1 in order to make a copy of list L1, L2, we can simply make
a shallow copy of L1 into L2. Here the sentinel objects (or interface nodes) are shown with
squares and the actual nodes of the implementation are shown with circles. As it is observable,
the user has the illusion that a second, independent list has been created with L2 being its
sentinel node while the pointer L1 is still accessible. However, as it is shown, the actual
implementation saves memory space by having both of L1 and L2 point on the same list.

Adding a head node to any list is easy because the new node created is not shared with
any other list. Changing a value at a specific node of a list is more complicated. For example
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Figure 4.1: Making a copy of a copy-on-write list

consider the example in figure 4.2. We want to change the first element of L2, n2. The fact
that nodes n3, n4 and nb are shared with list L1 is irrelevant since the node we want to
change, n2, is not shared and can be done in-place. However, it is not possible to change n4
(the third element of list L2, figure 4.3) in-place because that would also change the third
element of L1. As a result, the shared part of the list’s implementation, up to the point we
want to change, nodes n3 and n4, must be copied to new nodes n3* and n4x, as shown in

figure 4.3.

Figure 4.2: Changing a non-shared node (n2); no copying

4.1.1 Programmer’s code

The problem we encounter is determining whether a node is shared with another list. To
solve this, the programmer uses reference counting, more specifically a form of local reference
counting using an integer field, refCount, that keeps track of how many objects point to a
node. These objects can either be node objects or list objects, the sentinel class. In the example
above, the usage of refCount is shown in figure 4.4, with the field refCount abbreviated as
rc. However it is not possible to deduce if a node is shared or not just from that. To utilize this
information, the algorithm traverses the nodes of the list up to the node we wish to change.
At any point, if a node with refCount > 0 is found, we infer that all nodes from that point
on are shared and the implementation starts copying them. Note that the field refCount is
a real field existing in the program without specifications. Also, while we copy the nodes, the
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Figure 4.3: Changing a shared node (n4) implies copying

original nodes have their refCount field decreased by one since list L2 no longer "owns” them.
Listing 4.1 is the implementation of the aforementioned datastructure in Chalice syntax.

L1 L1 L2

L2
¥ - @&

Figure 4.4: Changing a shared node with refCount

-
class List

{

var head:Node

function toSeq(): seq<int>

{
head == null 7 [] : head.toSeq()
}
method initEmpty ()
{
share this;
}
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method initCopy(other: List)
{
share acquire this;
acquire other;
if (other.head
{

'= null)

acquire other.head;
head := other.head;
head.refCount := head.refCount + 1;
release head;
}
release other;
release this;

method insert(value: int)
{
var n: Node;
new Node;
n.value := value;
if (head !'= null) { acquire head; 1}
n.next := head;
head := n;
head.refCount := 1;
if (head.next != null) { release head.next; }

share head;

n :=

}
method set(index: int, value: int)
{
var h: Node;
if (head !'= null)
{
acquire head;
if (head.refCount == 1)
{
call head.set(index, value);
}
else
{
head.refCount := head.refCount - 1;
h := head;
head := new Node;
call h.copySet(index, value, head);
}
}
}
}
class Node
{
var value: int;
var next: Node;
var refCount: int;
function toSeq(): seq<int>
{
[value] ++ (next == null ? [] next.toSeq())
}
method set(index: int, newValue: int)

{
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var h: Node;

if (index == 0)
{
value := newValue;
release this;
}
else
{
if (next != null)
{
acquire next;
if (next.refCount == 1)
{
release this;
call next.set(index - 1, newValue);
}
else
{
next.refCount := next.refCount - 1;
h := next;
next := new Node;
call h.copySet(index - 1, newValue, next);
release this;

}
else /* next == null (<indexz out of bounds) */
{

release this;

}

method copySet(index: int, newValue: int, newNode: Node)

{

var h: Node

newNode.refCount := 1;
if (next != null)
{
acquire next
}
if (index == 0)
{
newNode.value := newValue
newNode .next := next
if (next != null)
{
next.refCount := next.refCount + 1
release next;
}
}
else
{
newNode.value := value;
if (next !'= null)
{
newNode .next := new Node;
call next.copySet(index - 1, newValue, newNode
}
else
{

newNode .next :=null;

.next);
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}
}
share newNode;
release this;
}
}

Listing 4.1: Copy-on-Write lists: Program listing
There are a few things worth mentioning about the implementation.
e Whenever an index is given that is out of bounds the implementation ignores the call.
e The interface of the List class contains four methods and a function.

e There are two constructor methods List#initEmpty and List#initCopy. The former
constructs an empty list, encoded with head == null, while the latter makes a copy of
an existing list by simply using the same head as the other list.

e The other two methods mutate a list. List#insert prepends an element in a list while
List#set changes an element at index with the new value being the parameter value.

e The function List#toSeq simply translates Lists to Chalice’s native sequences and is
a pure function.

e The implementation is concurrent. The objects that are going to be examined or changed
are first locked by an acquire statement and latter released.

e The Node’s implementation is split into two methods. Method Node#set traverses the
nodes of the list until a node with refCount > 0 is found. Method Node#copySet is
called which makes a copy (line 135) of each node it visits generating a copy of the
original sequence in newNode parameter. Both methods stop when they find the node
that needs to be changed. If that happens in Node#set then the change is done in place
since the node is not shared. Otherwise, in method Node#copySet the copy of the node
is altered and it is set to point to the rest of the old list structure.

e The algorithm locks all the nodes as it traverses them in order to ensure thread safety
and then releases them in the reverse order.

e The algorithm is expressed in a recursive form and not in iterative form.

e The List objects are not thread-safe themselves, but the internal implementations is,
meaning that using two different lists for different threads is safe even thought the two
implementation may share some nodes.

4.1.2 Interface Specification

We will first examine the specifications of the sentinel class and then specify the interface
class’ behavior which is the target of our verification process. The specifications of the List
class are shown in listing 4.2 in which the highlighted pre- and post-conditions ensure the
absence of deadlocks and can be ignored. We assume the existence of a predicate inv that is a
token used by client code to abstractly store the necessary permissions. The two constructor
methods absorb the permissions of the newly created list object and make up the inv token.
The mutation methods require an inv token and return it in the end. The specification is
given in terms of the function toSeq. initCopy ensures that the list that is copied does
not change and that the new list is the same as the other. Methods insert and set use
the sequence notation to encode the desired specification. Notably, the specification of set
encodes the behavior in case index is out of bounds (i.e. index >= |toSeq() 1) .
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class List

{

predicate inv { ... }

function toSeq(): seq<int>
requires inv

{

}

method initEmpty ()
requires acc(head) && acc(sequence) && head == null
requires acc(mu) && mu == lockbottom

ensures inv
ensures rd*(mu) && waitlevel << mu

ensures toSeq() == []
{
}
method initCopy(other: List)
requires acc(head) && acc(sequence) && head == null
requires acc(mu) && mu == lockbottom
requires other != null && this != other && other.inv

requires rd*(other.mu) && waitlevel << other.mu
ensures inv && other.inv

ensures rd*(mu) && waitlevel << mu

ensures rd#*(other.mu) && waitlevel << other.mu
ensures toSeq() == other.toSeq()

ensures other.toSeq() == old(other.toSeq())

method insert(value: int)
requires inv
requires rd*(mu) && waitlevel << mu
ensures inv
ensures rd*(mu)
ensures toSeq() == [value] ++ old(toSeq())

method set(index: int, value: int)
requires inv && O <= index
requires rd*(mu) && waitlevel << mu;
ensures inv
ensures rdx*(mu)
ensures index < old(ltoSeq() 1)
? toSeq() == old(toSeq()[index := valuel)
toSeq() == o0ld(toSeq())

Listing 4.2: Specification of the List interface

With this specification we can now use the List class with a client and reason about the

behavior of copy-on-write lists. A sample client is show in listing 4.3.
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class Main

{
method main ()
{
var 1l1:List
var 12:List

11 := new List

call 11.initEmpty ()
assert 1l1.toSeq() == []
call 11.insert (42)
assert 11.toSeq()[0]
call 11.insert (43)
assert 11.toSeq()[0]
assert 11.toSeq()[1]
12 := new List

call 12.initCopy(11)
assert 12.toSeq() !'= []
assert 12.toSeq() [0] == 43
assert 12.toSeq()[1] == 42
call 11.set (0, -42)

assert 1l1.toSeq()[0] == -42
assert 12.toSeq()[0] == 43
assert |1ll.toSeq()| == 2
assert |12.toSeq()| == 2
call 12.insert (1337)

assert 12.toSeq()[0] == 1337
assert 12.toSeq()[1] == 43
assert 12.toSeq()[2] == 42
assert 1l1.toSeq()[0] == -42
assert 11.toSeq()[1]
assert |11.toSeq()|
assert |12.toSeq()| =
call 11.set (1, -99)
assert 1l1.toSeq()[1] == -99
assert 12.toSeq()[2] == 42

42

43
42

o on
L}
w N
S
N

Listing 4.3: Simple client for the List interface in listing 4.2

4.1.3 Verification

In order for the List class to be able to access the nodes of the list, the sentinel node must
have read permissions to all the nodes that belong to the list. In particular we can give one
epsilon permission to each sentinel on the fields value and next of each Node transitively
accessible by the sentinel. We do that by a recursive predicate:

predicate inv {
acc(value, rd(1)) && acc(next, rd(1)) &&
(next '= null ==> next.inv)

We use counting permission in order to know exactly how many epsilons we have given
away to sentinels. To achieve this we introduced a new field, transRefCount, that denotes
how many List objects have access to a node. Using this field we can write the remaining
permission to a Node as:
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1 [acc(value, 100-rd(transRefCount)) && acc(mext, 100-rd(transRefCount)) ]

Using this counting scheme and knowing that the field transRefCount = 1 we can deduce
that, when combined with the epsilon permission from the sentinel, we have full (write)
access to the node; in other words we can prove that the node is not shared. Note here that
transRefCount is a field introduced for verification and no “real” code can depend on it (i.e.
a ghost field). The example in figure 4.4 with transRefCount introduced, abbreviated as tre,
in shown in figure 4.5

L1 L2 L1 L2

Figure 4.5: Changing a shared node with refCount and transRefCount

The theorem that we want to prove about the programmer’s code is that as the algorithm
iterates the nodes of the list, as long as we visit nodes with refCount = 1 these nodes are
not shared. For our verification model (using transRefCount to model sharing nodes) this
is translated to deducing that, assuming that transRefCount = 1 for the current node and
that refCount = 1 for the next node, transRefCount = 1 for then next node. In compact
form:

this.transRefCount = 1 A next.refCount = 1 = next.transRefCount = 1

This is not a trivial theorem! Our proposed solution is the use of backpointers. Using the
extensions described in chapter 3 we can write two monitor invariants that can lead to the
desired conclusion.

this.refCount = ‘this.(Node.ne:L‘t_l)} + ‘this.(List.head_l)‘

this-ransRefCount = Z n.transRe fCount + ‘this.(List.head_l)‘
nethis.(Node.next—1)

These invariants are always valid and describe the semantics of refCount and transRefCount.
They are especially useful in case this.transRefCount = 1 and this.next.refCount = 1.
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Bellow we provide an outline of the proof. Our premise is that this.transRefCount = 1
and next.refCount = 1. We know that this.next # null therefore, by using the definitional
axiom (1), we infer that this € next.(Node.next)~!. Using both the contrapositive of axiom 3
(on next.(Node.next)™! and this) and axiom 2 we get that:

|next.(Node.next™")| = 1 A |neat.(List.head )| = 0
from the first invariant on next. from the second invariant on next we can deduce that:

next.transRefCount = Z n.transRe fCount

nenext.(Node.next—1)

Using axiom 6 on next.(Node.next™!) since we know that |next.(Node.next_1)} = 1 and
this € next.(Node.next)™! we get:

next.transRe fCount = Z n.transRefCount = this.transRe fCount

nenext.(Node.next—1)

and thus next.transRefCount = 1.
So, in the end, the invariant for the Node becomes:

invariant A: acc(refCount,50) && acc(transRC,50) &&
acc(next, 100-rd(transRC)) && acc(value, 100-rd(transRC));

invariant B: refCount == |~(Node.next)| + |~(List.head)|;

invariant C: transRC == (sum x in ~(Node.next) :: x.transRC) + |~(List.head)];
invariant D: (next==null ==> acc(refCount,50) && acc(transRC,50));

invariant E: (forall o:~(Node.next) :: acc(o.refCount,50) && acc(o.transRC,50))
invariant F: acc(~Node.next) && acc(~List.head);

J

The A part of the invariant gives the necessary permissions to refCount and transRC for
the current node as well as (read) access to value and next with counting permissions
as described before. We need access to the fields refCount and transRC of our “parents” in
relation to Node.next and List.head and because of that we have to split the full permission
on those fields and give 50% in the invariant of the current node and 50% to the invariant
of the object this.next. That is the E part of the invariant, expressed with backpointers. If
the this.next field is null then we should not loose any permissions, so we keep the 50%
of the full permission to the invariant of current node and that is part D. Parts B and C
are the invariants used for the proof of the theorem done above. Finally, in part F, we give
permissions to the backpointer fields of this Node.next and List.head.

When attaching a new List object to some Node, during the initCopy() method we
have to make up a new Node.inv for that list. The way this is done is by increasing the
transRefCount by one, recursively, through the rest of the list. This is done with the
addOneToTransRefCount () method. This is not an actual method of the implementation,
it is a ghost method operating on the ghost field transRefCount. The method takes the
invariant broken at C and fixes it by returning an extra inv predicate. This way the new
List gains interest in the nodes of it’s implementation. The method is shown is listing 4.4.

-
method addOneToTransRefCount ()

requires inv
requires holds(this; broken C) && unfolding inv in waitlevel==mu
requires transRefCount ==

(sum n in ~(Node.next) :: n.transRefCount) + |~(List.head)| - 1
ensures inv && inv
ensures holds(this; *) && unfolding inv in waitlevel==mu
ensures toSeq() == old(toSeq())
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ensures ~(Node.next)==o0ld(~(Node.next)) && ~(List.head)==0ld(~(List.head))

{
unfold inv
if (next!=null)
{
acquire this.next
assert useDefinitionalAxiom(@Node.next, next)
}
transRefCount := transRefCount + 1;
if (next!=null)
{
call next.addOneToTransRefCount () &&& rd(~(Node.next).transRefCount)
release this.next &&& rd(~(Node.next).transRefCount)
}
fold inv
fold inv
}

Listing 4.4: The addOneToTransRefCount method

Losing interest to nodes of the list happens when we make a new copy of the nodes during
copySet (). This is done inside the method while traversing the nodes of the list in contrast
with addOneToTransRefCount (). Again the precondition of the method takes the invariant
broken at C and fixes it by removing one from transRefCount and releasing one epsilon
permission into the monitor invariant of the node.

Full listing of the actual code used in verification can be found in appendix A.

4.2 Priority Inheritance Protocol (PIP)

The priority inheritance protocol [Sha90] is an algorithm and datastructure from the domain
of system programming about synchronizing tasks executing in parallel multiprocessors. From
the point of view of formal methods [SummO09] PIP is a very interesting example of a practical
datastructure that has non-local invariants. PIP is, abstractly, a graph structure represented
by Node objects, in which a Node has at most one parent and where cycles in the parent
relation are possible (see figure 4.6). In listing 4.5 we can see the programmer’s code for the
PIP datastructure.

r

class Node

{
var parent: Node;
var initVal: int;
var value: int;

method init(val: int)

{
parent := null;
value := val;
initVal := val;
}
method acquire(nd: Node)
{
nd.parent := this;
call this.update(nd.value);
}

method update(newValue: int)

{

if (newValue > value)
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if (parent != null)
{ parent.update(value); }

Listing 4.5: The priority inheritance protocol user code

The transitive invariant that all Nodes must obey is:
node.value = max({node.initVal} U {n.value | node € n(.parent)*})

stating that the current node’s value must be the maximum of its initVal value, and the
value of all its (transitive) descendants. This property for the nodes is obviously true given
the implementation in listing 4.5. It is interesting to note that it is a non-local invariant; the
invariant on node depends on objects not accessible from node.

In [Summ09| four solutions to PIP are given one of which is the usage of a ghost variable
to track the “backpointer” of the parent relation. In the paper it is dismissed in favor of
considerate reasoning [Summ10| because there are no guarantees that the ghost set of objects
is correctly maintained. The formulation of backpointers in this thesis does exactly that.

We have implemented the PIP using the formalism of backpointers in Chalice. The above
invariant, written in our formalism, is:

value == (|~(Node.parent)|==0 7
initVal :
max (initVal, (max c¢ in ~(Node.parent) :: c.value)))

We use the aggregate max directly on the backpointer field for the descendants relation. The
specification of update(), in the spirit of considerate reasoning, takes the invariant broken
and in the postcondition returns it fixed.

A problem we encountered was the fact that PIP is potentially a cyclic datastructure.
The current implementation of Chalice prohibits cyclic datastructures because all objects
that can be shared must be in a partial ordering relation, due to the restriction imposed

parent parent

parent

parent

parent

Figure 4.6: An instance of PIP
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by the deadlock avoidance mechanism. We had to circumvent this obstacle and verify PIP
without the guarantee of deadlock freedom.
The full code listing of the implementation of PIP can be found in appendix B.
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Chapter 5

Conclusion

In this chapter we discuss the contribution of this work in the field of formal specification
and verification, and in particular in the field of invariant disciplines and the research on
observational disjointness. We compare our work with other methodologies targeting similar
problems. Finally, we also examine the ways in which this work can be extended in the future.

5.1 Results

We developed a verification methodology based on backpointers. We implemented it in the
verification language Chalice and solved some issues that were caused by implementing
this discipline in the framework of implicit dynamic frames with fractional and counting
permissions. We revisited our initial approach on backpointers and simplified it by relying on
the already existing infrastructure of field access permissions and implicit dynamic frames of
Chalice instead of using complex rules to deduce when an assignment is permitted.

After successfully implementing our extension we tried the new formulation on some
challenging problems, namely copy-one-write lists and the priority inheritance protocol. We
found that our methodology succeeded in encoding the specifications of those datastructures,
which have the common characteristic that their object invariants rely on objects that are
non-accessible from the local frame. To the best of our knowledge this is the first time such
an attempt based on automated proving is made for a problem of the general category of
fictional disjoint datastructures.

An importand issue we resolved was optimizing the verification process to shorten the
verification times which were, in the beginning, too large to be practical, even for small
programs. We modified the encoding and the implementation of backpointers many times
in order to guide the prover. Many triggering issues had to be solved and some times an
incomplete axiomatization was needed, in favor of better verification times.

Despite our efforts, one branch of the copy-one-write lists implementation remains un-
proved, probably due to a matching loop in the automated prover. We were not successful in
finding and eliminating the conditions that led the prover into a loop.

5.2 Related work

The backpointer methodology is in effect an invariant discipline. It is a set of rules ensuring
that the definitional axiom of a backpointer’s ghost field is always valid, i.e. that r € r.f.f~!
in any state, for any non-null record r and tracked field f such that r.f # null. We call
conditions like these system invariants. Some other conditions are given by the programmer,
for example object or monitor invariants. There are several ways of treating program-specific
invariants, mostly focusing on the special case of object invariants [Dros08|. Various forms of
ownership [Lein04, Barn05, Mull02| are popular invariant disciplines.

There was an academic debate on the necessity and usefulness of invariant disciplines.
[Park07] stated the case in favor of using abstract predicates. In [Summ09| the authors argued
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that even with the usage of abstract predicates, object invariant are still useful in expressing
properties of objects in an object oriented way that does better job in separating concerns in
specification. In the same paper the term global invariant is used to describe object invariants
that are closely related to invariants concerning backpointers in Chalice. Their verification
of PIP [Sha90] uses a “backpointer” ghost field to localize the non-local property of this
datastructure. It seems, the authors argue, that the priority inheritance protocol example is
not easy to handle with abstract predicates alone.

Our verification methodology used in verifying the copy-on-write lists case is heavily
inspired by considerate reasoning [Summ10|. Their specification and verification technique
based on object invariants provides a way for method specifications to “notify” all interested
parties about an object invariant that might break. Our specification and verification of
addOneToTransRefCount is an adaptation of their addToTotal method from the implemen-
tation of the composite pattern.

Observational disjointness is a field of study that posses many challenges on formal
verification. Separation logics have been very successful in describing the part of the heap
that a data structure resides in, but have many problems when it comes to datastructures
that are observationally disjoint but share some internal representation. Our approach based
on implicit dynamic frames and fractional/counting permission enables a more flexible de-
scription of the heap. In particular, bookkeeping of reference counting through backpointers
and counting permissions is essential to the copy-on-write lists case study.

Concurrent abstract predicates [Dins10] is a theory where special predicates called capabil-
ities allow exclusive access to a shared portion of the heap, thus supporting hidden sharing of
state. This approach has been successful in specifying and verifying indexing datastructures
[da R11] however, our work does not emulate the theory of CAPs in dealing with these
problems. After all, it is not clear how CAPs would handle copy-on-write lists. Backpointers
and CAPs are orthogonal methodologies, and one could, in the future, combine both of them
in solving even more difficult problems.

Fictional Separation Logic [Jens12| is an ambitious mathematical framework that allows
the implementer to choose their own separation algebra as part of the implementation. This
idea completely decouples heap disjointness from separating conjunction. The use of fractional
permissions as well as other examples of observational disjointness are shown to be special
cases of this very general methodology. The generality comes at the price of complexity at the
part of the implementer, so it remains an open question if this idea scales up to reasonably-
sized programs. Furthermore, it seems that fictional separation logic has no provision for
object and monitor invariants, nor does it provide the means of mentioning unreachable
parts of the heap, like we do.

In [Mehnl2| another problem from the family of fictional disjoint data structures, the
snapshotable trees, is proposed as a challenge. In this example clients see the same mutable
tree and can take immutable snapshots of the tree at any time. All snapshots and the tree
appear to be heap-disjoint, but, in fact, the implementation uses lazy copying and shares as
much as possible. There are four different versions of the structure, one of which is verified by
the authors, using whole-heap predicates (and therefore restricting it to sequential programs).
Compared to copy-on-write lists the implementation of snapshotable trees is easier since each
copy of the tree (snapshot) is immutable and thus no resorting to reference counting is needed.
In the terminology of [Dris86|, snapshotable trees are partially persistent, while copy-on-write
lists are fully persistent. Snapshotable trees could be verified using the framework of Chalice
without the usage of backpointers, which is not true for the case of copy-on-write lists.
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5.3 Future work

One future extension to this work could be the complete verification of the copy-on-write
lists example, possibly by identifying and fixing any remaining triggering issues in the current
implementation of backpointers in Chalice. An even further inspection of the implementation
for matching loops could lead to an even better performance from the prover.

One could extend the specification language of backpointers in many ways. One approach
could be the exploration of other commonly used patterns of ghost fields that, along with some
discipline, could make non-local properties accessible to the specifications. Another possibility
could be to extend the list of aggregate functions currently supported by the implementation
or even to lift the restriction on the kinds of expressions that can appear inside the body
of the aggregate. Note that enabling referencing fields of fields in the body of aggregates
introduces the risk of abstract aliasing [Lein02|. Last, a more comprehensive set of axioms,
inspired from [Lein09c|, could be implemented.

In conjunction with some techniques that could reduce or infer the, at the moment,
necessary permission annotations in the specification, one could dramatically reduce the
specifications needed by even the simplest of examples that uses backpointers as is the
formalism at the moment in Chalice.

The current version of our methodology, binded with the overall framework of Chalice
does not deal with inheritance and subtyping, features commonly found in object oriented
languages. This is a topic that could be explored in the future.

Finally, the current interface specification of copy-on-write lists exposes a subtle but very
important implementation detail to the client: the usage of locks. Furthermore, they impose a
non-trivial requirement about the locking behavior of the client. This is due to technicalities
of the Chalice deadlock-avoidance features. A future work could be to find a way to hide
this information from the client, possibly by refining the deadlock avoidance methodology in
Chalice.
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Appendix A

Copy-on-Write lists program listing

Here is the complete listing of Copy-on-Write lists that we tried to verify.

s I
class List

{
tracked var head:Node
var sequence:seq<int>

predicate inv

{
acc(head) && acc(sequence) && rd*(mu)
&% (head != null 7 head.inv && sequence==head.toSeq() && rdx*(head.mu) && mu <<
head.mu
sequence==[]
)
}

function toSeq():seq<int>
requires inv
{ unfolding inv in sequence }

method initEmpty ()
requires acc(head) && acc(sequence) && acc(mu) && mu==lockbottom && head==null
ensures inv && rd*(mu) && waitlevel<<mu

ensures toSeq() == []
{
share this above waitlevel
sequence:=[]
fold inv
}

method initCopy(other:List)
requires acc(head) && acc(sequence) && acc(mu) && mu==lockbottom && head==null
requires other!=null && this!=other && other.inv && rd*(other.mu) && waitlevel
<<other .mu
ensures inv && other.inv
ensures rd*(mu) && waitlevel<<mu
ensures rd*(other.mu) && waitlevel<<other.mu
ensures toSeq() == other.toSeq()
ensures other.toSeq() == old(other.toSeq())

unfold other.inv
sequence:=other.sequence
share this between waitlevel and other.mu
acquire this
acquire other
if (other.head!=null)
{
acquire other.head
head := other.head
head.refCount := head.refCount + 1
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call head.addOneToTransRefCount ()
release head

}

release other

release this

fold other.inv

fold inv

method insert(value:int)
requires inv && rd*(mu) && waitlevel<<mu

ensures inv && rdx(mu) && toSeq() == [value]++old(toSeq())
{

var n:Node;

n:=new Node;

n.value:=value;

unfold inv;

if (head!=null) { acquire head; }

n.next:=head;

head:=n;

head.refCount:=1;

head.transRefCount:=1;

head.sequence:=[value]++sequence;

sequence:=[value]++sequence;

if (head.next!=null) { release head.next &&& rd(head.~(Node.next).transRefCount)

}

share head between this and head.next

fold head.inv

fold inv
}

method set(index:int, value:int)
requires inv && O<=index
requires rd(mu) && waitlevel<<mu;
ensures inv && (index<old(|toSeq()|) ? toSeq()==0ld(toSeq() [index:=valuel)
toSeq()==0ld (toSeq()))

{
var h:Node
unfold inv
if (head!=null)
{
acquire head
if (head.refCount==1)
{
assert useDefinitionalAxiom(@List.head, head)
assert head.~(List.head).useAxiomBelongsToEmptySet (this)
assert head.~(List.head).useAxiomCardinalityNotNegative ()
assert head.~(Node.next).useAxiomCardinalityNotNegative ()
assert head.~(Node.next).useAxiomSumOfEmptySet (@Node.transRefCount)
assert head.~(List.head) .useAxiomSum0fUnitSet (this, @Node.transRefCount)
call head.set(index, value)
}
else
{
head.refCount:=head.refCount-1
h:=head
head:=new Node
call h.copySet(index, value, head)
}
sequence:=head.toSeq()
}
fold inv
}
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class Node

{
var value:int
var sequence:seqg<int>
tracked var next:Node
var refCount:int
var transRefCount:int

invariant A: acc(refCount) && acc(transRefCount, 50) && acc(value, 100-rd(
transRefCount)) && acc(next, 100-rd(transRefCount)) && acc(sequence, 100-rd(
transRefCount))

invariant D: next==null ==> acc(transRefCount, 50)

invariant F: acc(~(Node.next)) && acc(~(List.head))

invariant B: refCount == |~(Node.next)| + |~(List.head) |

invariant E: acc(~(Node.next).transRefCount, 50)

invariant C: transRefCount == (sum n in ~(Node.next) :: n.transRefCount) + [~
List.head) |

predicate inv

{
acc(value, rd(1)) && acc(next, rd(1l)) && acc(sequence, rd(1)) && rd*(mu) &&
lockbottom !'= this.mu &&
(next != null ? next.inv && rd*(next.mu) && this.mu << next.mu && sequence==
value]++next.toSeq() : sequence==[value])
}

function toSeq() :seq<int>
requires inv
{ unfolding inv in sequence }

method set(index: int, newValue:int)
requires inv && rdx*(mu)
requires holds(this; *) && waitlevel==mu
requires transRefCount == 1 && refCount == 1
requires O<=index
lockchange this
ensures inv

ensures index<old(|toSeq()|) ? toSeq() == o0ld(toSeq() [index:=newValue]) : toSeq
() == o0ld(toSeq())
ensures !holds(this)

var h:Node
var 0:seq<int>

unfold inv
assert sequence==o0ld(toSeq())
if (index == 0)
{
value := newValue
sequence:=sequence [0:=newValuel]
release this
}
else
{
if (next!=null)
{
acquire next
if (index<|sequence|) { sequence:=sequence[index:=newValue] }
if (next.refCount == 1)
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release this &&& rd(mext.~(Node.next).transRefCount)

assert useDefinitionalAxiom(@Node.next, next)
assert next.~(Node.next).useAxiomBelongsToEmptySet (this)
assert next.~(Node.next).useAxiomCardinalityNotNegative ()
assert next.~(List.head) .useAxiomCardinalityNotNegative ()
assert next.~(List.head) .useAxiomSumOfEmptySet (@Node.transRefCount)
assert next.~(Node.next).useAxiomSumOfUnitSet (this, @Node.transRefCount)
call next.set(index-1, newValue)
}
else
{
next.refCount:=next.refCount-1
h:=next
assert useDefinitionalAxiom(@Node.next, next)
next :=new Node
assert acc(transRefCount)
assert useDefinitionalAxiom(@Node.next, next)
assert next.~(Node.next).useAxiomTwoMembers0fUnitSet1 (this)
call h.copySet(index-1, newValue, next) &&& rd(~(Node.next).transRefCount
)
assert refCount == |~(Node.next)| + |~(List.head) |
assert transRefCount == (sum n in ~(Node.next) :: n.transRefCount) + [~(
List.head) |
release this

}
else { release this }
}
0:=sequence
fold inv
assert toSeq()==

method copySet(index:int, newValue:int, newNode:Node)

requires inv && rdx(mu)

requires newNode!=null && acc(newNode.value) && acc(newNode.next) && newNode.
next==null && acc(newNode.sequence) && acc(newNode.refCount) && acc(newNode
.transRefCount) && acc(newNode.mu) && newNode.mu==lockbottom

requires acc(newNode.~(Node.next)) && acc(newNode.~(List.head)) && |newNode.~(
Node.next) |+|newNode.~(List.head) | ==
requires acc(newNode.~(Node.next).transRefCount,50) && (sum m in newNode.~(

Node.next) :: m.transRefCount) + |newNode.~(List.head)| == 1
requires waitlevel==mu && holds(this; broken C)
requires transRefCount == (sum m in ~(Node.next) :: m.transRefCount) + |~(List.
head) | + 1

requires O<=index
lockchange this
ensures newNode.inv

ensures index<old(|toSeq()|) ==> newNode.toSeq() == old(toSeq() [index:=newValue
ID)
ensures index>=o0ld(|toSeq()|) ==> newNode.toSeq() == o0ld(toSeq())

ensures rd*(newNode.mu) && rd*(mu) && mu<<newNode.mu
ensures 'holds(this) && 'holds(mnewNode)

var h:Node
var 0:seq<int>

unfold inv

assert sequence==o0ld(toSeq())
newNode.refCount:=1
newNode.transRefCount:=1




225

236

246

260
261
262

264

265
266
267
268
269
270
271
272
273
274
275

277

if (next!=null)
{
acquire next
assert useDefinitionalAxiom(@Node.next, next)
}
assert useDefinitionalAxiom(@Node.next, next)
transRefCount :=transRefCount-1
if (index==0)

{
newNode.value:=newValue
assert useDefinitionalAxiom(@Node.next, next)
newNode .next :=next
if (next!=null)
{
next.refCount :=next.refCount+1
release next &&& rd(newNode.~(Node.next).transRefCount) && rd(~(Node.next).
transRefCount)
}
}
else
{
assert newNode.transRefCount==
newNode.value:=value
if (next!=null)
{
assert newNode.useDefinitionalAxiom(@Node.next, newNode.next)
newNode .next :=new Node
call next.copySet(index-1, newValue, newNode.next) &&& rd(~(Node.next).
transRefCount) && rd(mnewNode.~(Node.next).transRefCount)
}
else { newNode.next:=null }
}
newNode.sequence:= [newNode.value] ++ (newNode.next!=null ? newNode.next.toSeq

O I
assert newNode.transRefCount==
share newNode between this and newNode.next &&& rd(~(Node.next).transRefCount)
O:=newNode.sequence
fold newNode.inv
assert newNode.toSeq()==
release this

assert index<old(|toSeq()|) ==> newNode.sequence == 0ld(toSeq() [index:=newValue
ID)
assert index>=0ld(|toSeq()|) ==> newNode.toSeq() == o0ld(toSeq())

method addOneToTransRefCount ()
requires inv
requires holds(this; broken C) && unfolding inv in waitlevel==mu
requires transRefCount == (sum n in ~(Node.next) :: n.transRefCount) + |~(List.
head)| - 1
ensures inv && inv
ensures holds(this; *) && unfolding inv in waitlevel==mu
ensures toSeq() == old(toSeq())
ensures ~(Node.next)==0ld(~(Node.next)) && ~(List.head)==0l1ld(~(List.head))

unfold inv
if (next!=null)
{

acquire this.next

assert useDefinitionalAxiom(@Node.next, next)

}
transRefCount := transRefCount + 1;
if (next!=null)
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278 {

279 call next.addOneToTransRefCount () &&& rd(~(Node.next).transRefCount)
280 release this.next &&& rd(~(Node.next).transRefCount)
281 }

282 fold inv

283 fold inv

284 }

25 |+

286

287

288

289 | class Main

20 | {

201 method main ()

292 {

293 var 1l1:List

204 var 12:List

295

296 11 := new List

207 call 11.initEmpty ()

208 assert 1l1.toSeq() == []

299 call 11.insert (42)

300 assert 1l1.toSeq() [0] == 42
301 call 11.insert (43)

302 assert 11.toSeq() [0] == 43
303 assert 1l1.toSeq() [1] == 42
304 12 := new List

305 call 12.initCopy(11)

306 assert 12.toSeq() !'= []

307 assert 12.toSeq() [0] == 43
308 assert 12.toSeq() [1] == 42
309 call 11.set (0, -42)

310 assert 1l1.toSeq() [0] == -42
311 assert 12.toSeq()[0] == 43
312 assert |11.toSeq()| == 2

313 assert |12.toSeq()| == 2

314 call 12.insert (1337)

315 assert 12.toSeq() [0] == 1337
316 assert 12.toSeq() [1] == 43
317 assert 12.toSeq() [2] == 42
318 assert 11.toSeq() [0] == -42
319 assert 1l1.toSeq() [1] == 42
320 assert |11.toSeq()| == 2

321 assert |12.toSeq()| == 3

322 call 11.set(1, -99)

323 assert 1l1.toSeq()[1] == -99
324 assert 12.toSeq() [2] == 42
325 }

326 | }

Listing A.1: Copy-on-Write lists: complete program listing
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Appendix B

Priority inheritance protocol program listing

Here is the complete listing of priority inheritance protocol implemented in Chalice with
backpointers.

e

class Node
{
function mx(x:int, y:int):int { x>y ? x : y }
tracked var parent: Node;
var value: int;
var initVal: int;
invariant /* 4 #/ acc(~(Node.parent)) && acc(~(Node.parent).value, 50) && acc(
value, 50) && rd*(initVal) && acc(parent, 50);
invariant /* B #/ value == (|~(Node.parent)|==0 ? initVal : mx(initVal, (max c in
~(Node.parent) :: c.value)));
invariant /* C #/ (parent==null ==> acc(value, 50));
method Init(v:int)
requires acc(parent) && parent==null && acc(value) && acc(initVal) && acc(~(
Node.parent)) && |~(Node.parent) |==0 && this.mu == lockbottom;
ensures acc(parent, 50) && lockbottom << this.mu;
{
initVal:=v;
value:=v;
share this;
}
method acq(n:Node)
requires acc(mu) && acc(n.mu) && lockbottom << this.mu && !'holds(this) && acc(
parent, 50) && parent==null && n!=null && n!=this;
ensures rdx(parent) && parent==n;
{
acquire n;
parent:=n;
call n.update(value);
release n;
}
method update(v:int)
requires holds(this);
requires /# 4 #*/ acc(~(Node.parent)) && acc(~(Node.parent).value, 50) && acc(
value, 50) && rdx(initVal) && acc(parent, 50);
requires v<=value ==> /* B ¥/ value == (|~(Node.parent)|==0 7 initVal : mx(
initVal, (max c¢ in ~(Node.parent) :: c.value)));
requires /* C */ (parent==null ==> acc(value, 50));
requires v>value ==> v == mx(initVal, (max c in ~(Node.parent) :: c.value))

&% !'holds(parent) ;
ensures holds(this);
ensures /* 4 */ acc(~(Node.parent)) && acc(~(Node.parent).value, 50) && acc(
value, 50) && rd*(initVal) && acc(parent, 50);
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40

41

43
44

46
47

49

{

ensures /* B #*/ value
~(Node .parent)

== (|~(Node.parent) |==0 ? initVal : mx(initVal, (max c in

c.value)));

ensures /* C */ (parent==null ==> acc(value, 50));

if (v>value)

{

if (parent!=null) { acquire parent;

value:=v;

call parent.update(value); }

if (parent!=null) { release parent; }
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Appendix C

Source code and tools

The source code of the extensions in Chalice, developed during this thesis, in the form of
patches as well as information and examples about the usage of backpointers in Chalice can
be found under:

http://www.softlab.ntua.gr/ 1lkritik/backpointers

All patches are based on Chalice from Boogie version 9¢96¢519e063 found here:
http://boogie.codeplex.com/SourceControl/changeset/9c96c519¢063

Binary builds of Boogie can be found here:

http://boogie.codeplex.com/

and binary releases of Z3 here:

http://z3.codeplex.com/ or
http://research.microsoft.com/en-us/um/redmond/projects/z3/download.html

To build Chalice from source use “./sbt compile”.

To run Chalice use one of “. /chalice.sh file.chalice” or “chalice.bat file.chalice’ depending
on your operating system.

The patches are released under the same license Chalice and Boogie are released, the Microsoft
Public License (Ms-PL).

Chalice, Boogie and Z3 are not intellectual property of the author or in any way related
to the author or the National Technical University of Athens.
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